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Abstract

In this paper, we derive a probabilistic approximation for three different versions of the
SABR model: Normal, Log-Normal and a displaced diffusion version for the general constant
elastic of variance case. Specifically, we focus on capturing the terminal distribution of the
underlying process (conditional on the terminal volatility) to arrive at the implied volatilities of
the corresponding European options for all strikes and maturities. Our resulting method allows
us to work with a variety of parameters which cover the long dated options and highly stress
market condition. This is a different feature from other current approaches which rely on the
assumption of very small total volatility and usually fail for longer than 10 years maturity or
large Volvol.
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1 Introduction

In financial markets, we usually observe that implied volatility as a function of strike displays skews
(negative slope) or smile shapes. The existence of smiles/skews suggests that the Log-Normal
assumption of the underlying process (Black&Scholes (1973)) should be relaxed to develop a more
general class of models. In the literature, we have the class of one factor models such as the local
volatility models which assume the dependence of volatility on both time and underlying or the
more ambitious two factor stochastic volatility models assigning a separate stochastic component
to the volatility. Although any given market smile and skew can be fitted quite well with the
local volatility models, Hagan et al. (2002) pointed out their poor dynamics that predict wrong
movements of the smiles as the underlying moves. This fact implies that even simple derivatives
can only be hedged properly with the stochastic volatility models.

We will study one of the most frequently used stochastic volatility models in practice: the
SABR model that was originally proposed in Hagan et al. (2002). It is widely used to model
the forward price of the stock or the forward LIBOR/Swap rates in the fixed income market.
The model is essentially a stochastic volatility extension of the constant elastic of variance (CEV)
model (studied in Schroder (1989) and Cox (1996)) with a lognormal specification of the volatility
process. In Hagan et al. (2002), the authors use singular perturbation techniques to obtain explicit,
closed-form algebraic formulae for the implied volatility enabling very efficient implementation of
the model on a daily basis. The quality of this so-called SABR formula is quite satisfactory given
short maturity and strikes not so far from the current underlying. It becomes much poorer for
pricing the long dated options or strikes on the wing. In addition, the formula itself has an internal
flaw, i.e. implied volatilities for long maturity computed by this formula usually imply negative
density of the underlying at very low strike.

A number of other approaches have been developed in the current literature to improve the ap-
proximation of the SABR model. Two common techniques are singular perturbation (e.g. Hagan
et al. (2002), Hagan et al. (2005) and Wu (2010)) and heat kernel expansion (e.g. Henry-Labordere
(2005) and Paulot (2009)). Our method, which is based on a probabilistic framework, focuses on
the marginal distribution of the underlying at maturity to arrive at the required implied volatili-
ties. Once we fit an appropriate approximation to the underlying’s marginal distribution, implied
volatilities can be immediately recovered by inverting the option prices and we do not have the
problem regarding negative density as in Hagan et al. (2002).
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While the idea is conceptually clear, developing an effective framework for it is not straight-
forward. One reason is from the solution of the SDE for the underlying process. For the Normal
and Log-Normal versions of the SABR model where we are able to write the explicit solutions in
distribution for the SDE, the correlation parameter causes the presence of both terminal volatility
and realized variance leading to a challenging high dimensional problem. Some authors, hence,
assume zero correlation to remove this difficulty and then only the realized variance needs to be
considered. This assumption, however, gives rise to a much more restricted SABR model. We keep
the general correlation structure but build up our approximation by conditioning the underlying’s
distribution on the terminal volatility and approximating this distribution. The resulting approx-
imate conditional distribution (with correct mean and variance) has to be theoretically appealing
(close to the true distribution) but simple enough to allow for computational efficiency. We propose
the Normal and Normal Inverse Gaussian distributions for such purposes.

Another challenge for our approach is the CEV structure of the SABR model which admits no
explicit solution. In order to find a way around this, we study the simpler displaced diffusion (DD)
model where our previously mentioned method can be applied. The DD models (first studied in
Rubinstein (1983)) are the simplest way of incorporating skews even without stochastic volatility in
finance literature. Despite the difference between the two models’ dynamics, Marris (1999) noted
that for a certain model parametrization the option prices and implied volatilities produced by the
deterministic CEV and DD models are almost identical across a wide range of strikes and maturities.
The comparison is studied further in Svoboda-Greenwood (2009). See also Rebonato (2002) for a
discussion on the CEV and DD models for the interest rate area. Other authors, thereby, adopt
the more tractable DD structure with the intuition based on the CEV in the stochastic volatility
setting without having investigated the connection between them, e.g. Joshi & Rebonato (2003),
Piterbarg (2005) and Larsson (2010). In this paper, we attempt to fill in this gap in literature at
least numerically with the aim of transferring the intuition from the CEV to DD version of the
SABR model for which one can derive an approximation with much less effort.

The paper is organized as follows. Section 2 compares the SABR model and its displaced
diffusion version with the mapping connecting them numerically. We develop our approximation in
section 3 where we quote the appropriate formulae and match the parameters for implementation.
In section 4, we numerically investigate the quality of our approximation in conjunction with other
approximations and Monte Carlo simulations. Section 5 concludes the paper.

2 SABR model

Under the SABR model, the dynamics of the underlying asset is given by:

dF, = o FldW, Be0,1],
dO’t = VO'tdZt V>O, (201)

where W; and Z; are correlated Brownian motions such that dWydZ; = pdt for all t < T with
p € [-1,1]. The model assumes that the underlying process is already a (local) martingale* under
some equivalent martingale measure.

Each parameter in the SABR model has a specific role in determining the shapes of the skews
and smiles. Hagan et al. (2002) was the first to point out these roles through their SABR formula
which will be introduced in section 3.2.2. The parameter S has a primary effect on the skew, i.e.

*When 8 =1 and p > 0, the underlying process is not a martingale.



reducing ( from 1 to 0 gives rise to more negative (downward) slope of the implied volatility curves.
Furthermore, Hagan et al. (2002) also mentioned that 5 determines the “backbone” which is the
curve that the at the money (ATM) volatility traces as Fy varies. Often, one extracts § from
historical data and fixes it upfront for certain markets. It is also noted in Hagan et al. (2002) that
market smiles can be fit equally well with any specific value of 8. For our later model analysis, we
will separate the SABR model into three sub-models:

1. 8 = 0: this model is referred to as the Normal SABR model.
2. f =1: this model is referred to as the Log-Normal SABR model.
3. B €(0,1): this model is referred to as the CEV-SABR model.

The p-parameter in the SABR model has a similar impact on the skew, i.e. more negative p enables
a more downward sloping curve. Therefore, p is often chosen to match the skew. It also features in
general market practice that the implied volatility curves exhibit different levels of curvature. Large
curvature usually occurs for short dated options while the smiles tend to flatten out as maturity
increases. For that reason, v known as Volvol (volatility of volatility) is always considered alongside
with the market given parameter 7' (maturity). Finally, the initial volatility oo has a unique role
of matching up the ATM implied volatility which corresponds to the most liquid option in any
market.

2.1 A displaced diffusion version of the SABR model

The non-stochastic CEV model is known to enable a very flexible modelling of volatility skew.
Despite this advantage, the CEV structure lacks closed-form solution and numerically it is not very
straightforward to implement. The same difficulties also apply to the CEV-SABR model. For our
method, we use a much simpler alternative model with the same capability as the CEV-SABR
model. In practice, the DD model has been posited for such purpose since it is equally capable of
capturing the skews. A further advantage which makes practitioners prefer this model is the fact
that the DD structure is very similar to the Log-Normal structure which admits an explicit form
for the terminal distribution of the underlying and can be easily handled. Therefore, we study the
DD version of the SABR model (DD-SABR) which is specified by the following SDEs

dF, = 6,(F, + 0)dW,,
d&t = I/é’tdZt,

The CEV-SABR and DD-SABR models become comparable via the following mapping

o = UtﬁFoﬂ_lu
1-p
3 .

It is well known that in the deterministic volatility case (v = 0), the forward dynamics in (2.0.1) and
(2.1.1) with the above mapping are very similar and implied volatilities produced by the two models
are almost identical across a wide range of strikes. This mapping was first discussed in Marris (1999)
and studied further in Svoboda-Greenwood (2009). It was then widely adopted by other authors

0 = Fy




and practitioners even in the stochastic volatility setting without having been investigated. Note
that the mapping is perfect when 8 = 1 for which the DD-SABR model collapses to the Log-Normal
SABR model. For the rest of the paper, the DD-SABR model is always equipped with the mapping
to match the intended CEV-SABR model.

Having chosen to work with the DD-SABR model, we want to stress the importance of the
CEV-SABR one and compare the two models numerically for completeness. We will split our
comparison into two parts. The first part is about the mapping quality when strikes are near the
money while the second one focuses on the wing behaviour. The reason is that the SABR model
best represents the market given strikes not too far from the current underlying level. When pricing
long-dated options, both models tend to break down in the wings since each of them has its own
shortcomings. In our comparison, we only look at the smiles exhibited by the two models when
their ATM volatilities are matched as this is the comparison that matters in practice.

2.1.1 Near the money

We have systematically investigated the mapping under different regimes and scenarios when strikes
are not far from at the money. In the results presented here, the parameters are taken to be
consistent with our later numerical study and representative enough so that similar results are
expected to hold for all cases.

Figure 2.1 illustrates the effects of both v and T on the mapping. For up to medium long
maturity (15 years) and low Volvol v (0.3), the mapping is quite accurate with errors recorded to
be very small across all strikes. The maximum error is about 60 basis points (bp) at the lowest
strike. When Volvol is higher, the DD-SABR model displays more curvature on the smiles but the
differences still remain acceptably small (maximum 100 bp). We then take the maturity to be very
long (20 and 30 years) with low Volvol v as usually expected in practice (figure 2.2). The resulting
plots show that the mapping starts breaking down as the shapes of two implied volatility curves
are not entirely in line with each other. The DD-SABR model produces progressively steeper skews
while the CEV-SABR’s curves tend to kick up at the right wing, i.e. leading to positive errors for
low strikes and negative errors for large strikes. This effect becomes much more significant when we
deal with strikes that are far from at the money. The rare cases of high Volvol and long maturity
are not presented here but one observes that similar effects hold throughout.
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Figure 2.1: Effects of maturity T" and Volvol v on the mapping when the ATM are matched.
Parameters: 8 =0.5,p = —0.2,0¢ = 130%, Fy = 90. MC-CEV: CEV-SABR MC solution, MC-DD:
DD-SABR MC solution, Errors: MC-DD minus MC-CEV.
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Figure 2.2: Effect of very long maturity 7" on the mapping when the ATM are matched.
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We mentioned that both p and S affect the skew. In figure 2.3, it is seen that the correlation
parameter p does not really affect the mapping and the error curves look almost identical. On the
other hand, § as illustrated in figure 2.4 has a stronger influence and the mapping tends to be less
accurate for smaller 5. This makes sense since perfect mapping is obtained as  approaches one.
coefficient @ is large enabling more probability mass to

For low value of 3, the displaced diffusion
be assigned to negative values of Fp while
more significant role.
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Figure 2.3: Effect of p on the mapping when the ATM are matched. Parameters: § = 0.5,T =
10,v = 0.3, 09 = 130%, Fy = 90.



22.00% - - 1.00% 19.00% - - 1.00%
...... MC-CEV 18.00% | 3 eeeees MC-CEV
20.00% - e MC-DD t 0.80% MC-DD - 0.80%
R = .« <Errors 17.00% « Errors
18.00% t 0.60% 16.00% | - 0.60%
2 \ o S 15.00% - "
T 1600% | Fo40% S 3 - 040% 2
= & 5 % | &
E B 1400%
14.00% b 0.20% 13.00% | . - 0.20%
~
~
‘< 12.00% Seo
12.00% T~ Foo0% | T e e e i == F 0.00%
''''''' 11.00% -
10.00% ————— -0.20% 10.00% e -0.20%
60 70 80 90 100 110 120 60 70 80 90 100 110 120

Strikes Strikes

Figure 2.4: Effect of 8 on the mapping when the ATM are matched. Parameters: p = —0.2,T =
10,v = 0.3, Fy = 90, oy is chosen for each case so that the ATM are comparable.

2.1.2 Implied volatilities in the wings

We have further investigated the behaviour in the wings. In the results presented here, the pa-
rameters are taken to represent typical market swaption smiles of different maturities (figure 2.5).
We chose to work with swaption data as strikes being far from at the money is observed more
often in the interest rate market. While high strikes are not really a problem, the gap between
two models gets bigger as the strike gets lower. When the strike is sufficiently low (ATM - 200
bp), the error can approach 3 to 4% which is quite significant in practice. For increasing maturity
(20 and 30 years), the mapping completely breaks down for “ATM - 200 bp” strike even with very
low v. This fact was addressed in Svoboda-Greenwood (2009) in detail. The author argues that
even in the deterministic volatility setting, the mapping may work well given the assumption that
forward interest rates are “not too low” and their percentage volatilities are “reasonable”. When
such assumption fails, a greater portion of the probability density function is likely to fall in the
negative rates region for the DD process while a large part of the distribution is absorbed at zero for
the CEV process over intermediate maturities. These effects become more pronounced for longer
maturity. We report these results for the data used in figure 2.5 in table 2.1. For the 20 year
maturity case, it is seen that around a quarter of the mass is given to the absorbing barrier and a
fifth to the negative rates region. Therefore, the mapping can no longer be justified. We want to
stress that this is not really a problem as both models are not good enough in practice here.

In the next section, we derive an approximation for the models (excluding CEV-SABR). Note
that with these models practitioners are only interested in around the ATM region. From that
perspective, the approximation is useful for all different asset classes including interest rates.



T=5,v=0.47 T=10,v=0.41

35.00% - 10.00%
40.00% - - 10.00%
...... MC-CEV
...... MC-CEV
R 8.00% 30.00% Mc-ob [ B00%
. e IC-DD 8. .00%
35.00% | - — . <Errors
== « =Errors
| 6.00% - 6.00%
< 30.00% 3 B00%
3 £ 2
K L a00% 982 r400% 2
B ’ 5 \ w
E 2500% - E 20.00% .
N - 2.00% \ ATM - 2.00%
\ .
1 15.00% ~.

20.00% L 0.00% e t 0.00%
15.00% ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ 2.00% 10.00% : : : : : ‘ ‘ ‘ -2.00%
1.50% 3.00% 3.50% 4.00% 5.50% 1.50% 3.00% 3.50% 4.00% 5.50%

Strikes Strikes
T=20,v=0.32 T=30,v=0.23
35.00% 20.00% 30.00% 20.00%

28.00%
30.00% 15.00% 26.00% 15.00%
24.00%
< 25.00% 1000% = 22.00% 10.00%
2 e S I
2 2 T 2000% g
- w g P
E 20.00% 5.00% E 1800% 5.00%
~
‘o 1600% |~ |
S - Soa
1500% 1 T e e oo 0.00% 1900% | = em i .. _ 0.00%
12.00%
10.00% , , , , , , , -5.00% 10.00% ‘ ‘ ‘ ‘ ‘ ‘ ‘ 5.00%
1.30% 1.80% 2.05% 230% 2.55% 2.80% 3.30% 4.30% 130% 1.80% 2.05% 2.30% 2.55% 2.80% 3.30% 4.30%
Strikes Strikes
Figure 2.5: Implied volatilities under different models. Parameters: g = 0.5,p = —0.2,0¢9 =

4.30%, 3.80%, 4.10%, 3.70% as maturity increases respectively.

T 5Y 10Y 20Y 30Y
CEV-SABR 5.18 % 9.77% 25.85% 30.15%
DD-SABR  4.03 % 7.67% 19.47% 22.60%

Table 2.1: Probability mass assigned to the absorbing barrier (CEV-SABR) and the negative rates
region (DD-SABR) for the four cases considered in figure 2.5 (computed by direct Monte Carlo
simulation).

3 A probabilistic approximation

3.1 Approximating the terminal distribution

By the fundamental pricing formula and tower property, today’s numeraire-rebased price of a
Vanilla call option struck at some strike K is given by

Co(K,Fo) = E[(Fr—K)']
= E[E{(Fr— K)"|or}]. (3.1.1)

Assuming that we have in mind some distribution for Fr|op: the conditional distribution of Fp
given op (see sections 3.2 and 3.3), then the conditional expectation above can be evaluated as a



double integral. Recall that o7 has a known Log-Normal distribution as the SDE it solves has an
explicit solution. To keep the notation simple and transparent, we introduce the process s that
represents the level of assets and function g(.) to transform it back to the underlying process F,
ie. F; = g(st). As the first stepping stone, we will write down the exact solutions in distribution
to the SDE for our reference models (see Appendix A for details).

e Normal SABR:

(1>

1
Fy + S(O'T — 0'0) ++v1- pQVTQG,

g(s) = s. (3.1.2)

1 1
sr 2 nFp+ S(O'T —00) = 5V + V1= pPVEG

g(s) = €. (3.1.3)
e DD-SABR
1
sp 2 In(Fy+0)+ B Elor —o0) - 52F§5—QVT +BEL /1= 2V2G,
1—
0 = FO ,8 ﬁa
g(s) = e —0. (3.1.4)

Here V7 := fOT o2dt is the realized variance and G is a standard Normal random variable indepen-
dent of o7 and V. We aim to approximate the conditional distribution of sr|or by replacing it
with some suitable random variable with the same conditional mean and variance. In each case,
the realized variance Vr plays a central role in our calculation and analysis so we will treat its
moments separately in the following proposition.

Proposition 1 Assume that the dynamics of the wvolatility is governed by a Log-Normal process
with Volvol v > 0, i.e. doy = voidZy where Z is a Brownian motion. The first two conditional
moments of the realized variance Vi have the following analytical expressions:

o () o ()

E(Vrlor) = 2m ¢(%+U\F) ; (3.1.5)
BRor) = %YL (14 om0 [0 (Blozjen) 1 T) — @ (Bezfe) _F)]

o (Plosfen) 4 ,yT)
i 8 (2552 +20T) 8 (250 0
1w o (B 5, 7)

where ¢(.) and ®(.) are the Normal density and cumulative distribution functions respectively.

: (3.1.6)

Proof: Appendix B.
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3.2 Normal approximation

We first consider the Normal distribution for the approximation of sp|or as it appears to be very
tractable and efficient to use in practice. Another motivation for choosing the Normal distribu-
tion comes from an earlier numerical investigation in Mitra (2010). In this work, the conditional
distribution of sp|op was seen to be quite close to Normal through examination of the Q-Q plots
(see section 3.3 for further discussion). In order to implement this approximation, we first need to
calculate the exact conditional mean and variance of sp

wlor) = E(srlor),

n°(or) = Var(srlor),

and then replace the conditional distribution of sr|or by a Normal random variable with mean
p(or) and variance n?(or). One will then be able to calculate the call option prices by (3.1.1) and
obtain the implied volatilities. The analytical formulae for u(o7) and n?(or) are quoted in the
following proposition.

Proposition 2 : The conditional mean and variance of sp for the reference models are given by
the following closed-form expressions:

e Normal SABR:
pwlor) = Fo+ B(UT — 00),
\/— { (1H(UT/UO) + V\f) (11“(:\7}/%70) _ Vﬁ)}
2 o (Moriee) 1y yT) '
e Log-Normal SABR and DD-SABR:
s [s (S ) o (S )
4v ) <1n or/60) u\/T)

Plor) = (1-p)2%0

(3.2.1)

Y

uor) = W(Fo+9)+2(or —60) -

R 52 /T (62 + 62) P + VT anT/UO)_V\/T
n”(67) = 002,, <(1_p2)_ UTS—;UO >[ < f ¢<W\T/>/ﬂ)+<yﬁ\/>7 )]
e [p (2 27) o (e 7]
ot ([ (Mo 4 ovT) (oo )]\
~ 62 ¢<M+uﬁ) : (3.2.2)
wWT
where
v = Folgﬁa
o = O'tﬁFOB_l.

Proof: By Proposition 1 and direct calculations (see Appendix C for more details). Clearly, the
formulae in (3.2.2) for the Log-Normal SABR model is obtained when 5 = 1.
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3.2.1 Implementation: advantages and disadvantages

We apply the formulae derived in the last section to the direct calculations of Vanilla call option
prices for all strikes. Since there is a one to one correspondence between the volatility process o
and its driving Brownian motion Z (through the SDE of o)

In(or/00) + 30°T
Zr = U )

ZT ~ N(OaT)7

we can also express the conditional mean and variance in terms of Zp. Consequently, the inner
conditional expectation in (3.1.1) has the equivalent expression E [(Fp — K )+|ZT} and (3.1.1) now

reads -

Colk, ) = [ Bllglor) — K)*|2r = al 2y (),

—00

z2
where ¢(.) is the appropriate transformation for the chosen  and fz,(x) = e” 27 /v/2xT is the
probability density function of Zp. After some direct calculations we obtain:

1. Normal SABR:

Caltt 1) = [

n*(z)

V()9 (K_H(x)> + (p(z) - K) (1—<I> (K_“(QE)))] e,

2. Log-Normal SABR:

Co(K. Fy) /oo [eu(x)+”22(1')q> (,u(x) + 2 (x) — 1nK> K& (,u,(x) —an>] e 2T o

~o0 n?(x) n*(z) 2rT
(3.2.4)

Remark 1 : For the DD-SABR model, we have exactly the same formula as (3.2.4) with K replaced
by K + 6.

Both (3.2.3) and (3.2.4) are simple one-dimensional integrals and can therefore be evaluated easily
by some efficient numerical routine. We want to emphasize this point because we think it is crucial.
Although the Normal approximation, as we shall see later, does not appear to be the best choice
theoretically, it is the only one that could compete with other asymptotic approximations in terms
of computational time and this is an important consideration for any practical model. Consequently,
one should always look at the regimes when it works well and not so well. Despite its convenience
and simple form, the Normal approximation admits a potential numerical problem as described in
the following remark.

Remark 2 : For both the Log-Normal SABR and DD-SABR models, E(V2|or) and hence n*(or)
become very large when v*T is large can be observed from equation (3.1.6). For certain parameter
choices, the growth rate of E[(g(st) — K)¥|Zr = x| in equation (3.2.4) is not balanced by the rate
of decay of fz,(x) and hence, leads to the numerical divergence of the integral. This problem can
be illustrated by the following figure
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Figure 3.1: The integrand of (3.2.4) as a function of op. Left plot: 8 =1,p = —0.5, Fy = 90, K =
90,7 = 10,v = 0.3, 09 = 15%, right plot: 8 =1,p = —0.5,Fy = 90, K = 90,7 = 15,v = 0.6,09 =
15%.

As a result, prices can not be calculated correctly when the numerical convergence fails. In
principle, one can do the following

;992

Colki.F) = [ Bltglor) ~ K120 = o e
~ / E(g(s7) — K)*|Zp = 2] \j%dx,

where z and Z are the appropriate lower and upper limits for the numerical integration. For some
regimes of large v*T, Z cannot be chosen to give the numerical convergence. In practice, one can
truncate the integral at a much lower Z to avoid this issue as the volatility process is unlikely to hit
a very high level at maturity. If the truncated value is too low, the density function will have to be
re-normalized, that is

Colk.F) = [ Ellglor) ~ K)* |21 = 2l ()

;932
e 2T

z —u?
J; ez du

2, (x)

3.2.2 A comparison with other approximations

We briefly review some attempts made by other authors to approximate the SABR model and
compare them with the Normal approximation in terms of implied volatility. We want to single
out those that have already been tested numerically. Table 3.1 gives a brief overview of various
approximations labeled by authors for all sub-models.
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Authors Normal SABR Log-Normal SABR CEV-SABR  DD-SABR

Hagan et al. (2002) tested tested tested not tested
Obloj (2008) tested tested tested not available
Paulot (2009) not tested not tested tested not available

Johnson et al. (2009)  not available tested not tested  not available

Wu (2010) tested tested tested not available
Larsson (2010) tested tested not available tested

Table 3.1: Check list of the most current approximations for the SABR model.

The SABR formula in Hagan et al. (2002) is the original and, perhaps, the most popular
amongst the listed works in this table owing to its algebraic closed-form expression. Henceforth,
we take the SABR formula as the benchmark approximation for our comparison. In the SABR
formula, the Black implied volatility op(K, Sp) for a Vanilla call (or put) option written on the
forward price S struck at some strike K has the following form

00

z
2
(oK) =7/ {1 00 2 By g (B e By } (W))

op(K,Fy) =

1—p)? 2 1 2 — 3p?
T ) 0t pﬁaoiﬁ+ Porlre .Y, (3.25)
24 (RK) L RE)T 24
where
F
s = L(F@K)(l_ﬁ)ﬁln—o,
]
V1-2 24—
2(z) = m{ e p}. (3.2.6)
L=p
The ATM Black implied volatility reduces to
FoFo) = ooFP—1 414 |(L2A a6 Lpboov 230" 1, 3.2.7
op(Fo, Fo) = ook} + 52 e ZF()I_B+ o V| T (3.2.7)

We borrow the same technique ' to derive an equivalent Black implied volatility formula for the
DD-SABR model (see Appendix D)

2 Fy+0 4 Fyt0

op(K,Fy) = (70\/(F0+9)(K+0) 1+iln I?i9+19201n I&Z)‘F ' < . )
| VRE L+ ggln® 2 + g In* 22+ ()
{1 [29/W+02/(F0K) 1 _3p

2
- _— T+... 2.
od + proot+—5 v ] + } . (3.2.8)

TWe take into account the main criticism of the SABR formula pointed out in Obloj (2008) whilst deriving this
formula.
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where

v F0+0
z = Tl y
00 K+0
1-p
0 = 0 )
B
6o = ooBFy ",

and z(z) has the same form as (3.2.6). For the special case of the ATM option, the formula reduces
to

_Fy+0 29F+02F 1 2 — 3p?
op(Fo, Fo) = 6o—p5— 0 { [ /Fo /F §+4puao+ 24p V| T+ ...
5—1 Qﬁﬁ B 2282 | 1 -1, 2-3p%
= ooky 1+ o UOBF —1—4,01/006F 51 T+...
_ 1—p% o 1 pBogr 2 —3p?
= ooFM1 0 +- 2T+ b, 3.2.9
7070 { NN AR A (32.9)

For the rest of the paper, we will refer to (3.2.8) and (3.2.9) as the DD-SABR formula. One can
immediately recognize a lot of similarities between this formula and the SABR formula given strikes
near the money and short maturity. A systematic comparison of the Normal approximation with
the SABR and DD-SABR formulae will be addressed in section 4. Meanwhile, we summarize the
results of other established approximations in conjunction with the SABR formula and emphasize
the Normal approximation’s superiority.

Most of the approximations listed in table 3.1 fail or lose their precision when T > 10 years even
with low v, e.g. both Wu (2010) and Larsson (2010) focus on maturity less than 5 years or Paulot
(2009) completely breaks down for 2T > 1.6. The reason is that most of the techniques (singular
perturbation or heat kernel expansion) are based on the assumption of small total volatility V2T
to allow for accurate asymptotic expansions up to the second order. As discussed in section 3.2.1,
the total volatility 27 also affects the Normal approximation to some extent. An intuitive reason
for this adverse effect is that a larger value of v*T will push the true conditional distribution
of sp|or further away from Normal. However, in the results presented in section 4, the Normal
approximation is shown to perform quite well for the Normal SABR model up to 30 years maturity
or very large v?T ~ 10.8. For the other sub-models, it works well up to 15 years maturity or
12T ~ 1.8. A further advantage of the Normal approximation over the current approaches is that
it always yields a proper density function for the underlying while the other techniques sometimes
result in negative density at the low strike region for long maturity, e.g. the SABR formula. This
issue is addressed in Obloj (2008) and Johnson et al. (2009) but the problem still remains.

3.3 Normal Inverse Gaussian approximation

As hinted previously, the true conditional distribution of sp|or can be far from Normal for some
parameter sets. We track down this flaw by looking at the Q-Q plots of the standardized conditional

$Other authors usually use € = v+/T as the perturbation parameter. Theoretically, they require this parameter
to be much smaller than 1 to give precise results, e.g. Hagan et al. (2002), Hagan et al. (2005) and Wu (2010). In
practice, such requirement can only be satisfied for very short maturity (less than 10 years).
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sample of s7|or against the standard Normal distribution. In figure 3.2, the results show that even
when the Normal approximation works, the true conditional distribution displays much heavier
tails than the Normal distribution. We even observe more left skewness as o gets bigger.

Normal Q-Q Plot Normal Q-Q Plot

Sample Quantiles
Sample Quantiles

0
O%o@

Theoretical Quantiles Theoretical Quantiles

Figure 3.2: Normal Q-Q plots: standardized conditional samples of sp|or against the standard
Normal distribution. Common parameters: 8 = 1,p = —0.5, Fp = 90,00 = 5%. left plot: T =
15, v = 0.3, 00 = 5%, right plot: T = 15,v = 0.3, o7 = 50%.

The breakdown of the Normal approximation for certain parameter choices leads us to a further
investigation of a more flexible distribution which can capture the skewness and heavy tails. We
propose the Normal Inverse Gaussian (NIG) distribution for such purpose. NIG is quite popular in
finance, especially in the financial econometrics literature, for instance Barndorff-Nielsen (1997).

Under the NIG approximation, we assume

8T|UT ~ Nl—g(du B? laa 5)7
where the parameters are to be chosen. The NIG density function is defined as follows:

. Ky (60,/1 4 (55£)2
ra(s; @ 5.4,8) = S exp(dy/a2 = 52 - ) VI CRR) e s

1+ (Sgﬂ)Q

where s € R and each parameter has a specific role: & > 0 determines the tail heaviness of the
distribution, 5 > 0 is the scale parameter, i € R is the location parameter, and ]3 | < & controls
the asymmetry of the distribution. The function Kj(.) is the modified Bessel function of the third
kind with index 1. The Gaussian distribution is obtained as & — oo. Despite the involvement of a
number of free parameters, the process of matching them to the intended distribution is actually
very straightforward as we shall see later.
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3.3.1 Matching Parameters

We now describe an efficient way to match the NIG parameters. We use the fact that a NIG random
variable X can be expressed as the Normal variance-mean mixture form:

X =+ BY +VYG, (3.3.2)

where the mixing random variable Y follows an Inverse Gaussian (IG) distribution (see Barndorff-
Nielsen (1997)) and G is a standard Normal random variable that is independent of Y. If

Yy ~ Ig(57 \/ d2 _32)7

0
E(Y) = —— |
I
Var(Y) = 0

()

Therefore, matching the mean and variance of the mixing random variable is adequate to capture
those of the corresponding NIG random variable. It is clear from (3.1.2) and (3.1.4) that conditioned
on op, sy will have a similar form as (3.3.2). We will now express the NIG parameters in terms of
or.

then

e For # = 0: the mixing random variable is (1 — p?)Vr|or. We first match the location and
asymmetry parameters

ilor) = FotLior - o),

~

Blor) = 0.
e For 0 < 8 < 1: the mixing random variable is (1 — p2)ﬁ2F025_2VT|0T. Similarly, we have that

flor) = W(Fo+6)+ 28R (o —o0),
1

flon) = gy

It now remains to derive 6(o7) and &(or) by matching the conditional mean and variance of the
mixing random variable, i.e.

e For =0

= (1-p")E(Vr|or),

= (1-p*)*Var(Vplop).




e For0< <1

A~

6(or)
Va2(or) - F(or)
0(or)

(\/@2(07) - BQ(UT)>3

As there are only two unknowns, solving the above simultaneous equations is a straightforward
task.

= (1-pH)B*F *E(Vrlor),

= (1= p»)?B ) Var(Vp|or).

3.3.2 Implementation: two-dimensional integration

Unlike the Normal approximation, we have to perform a two-dimensional integration in order to
compute the Vanilla call prices using the NIG approximation. Note that as the NIG parameters
can be expressed in terms of Zp, we have that

Co(K, Fy) = /_°° /_°°<g<s>—K>+fNIG<s;a<m>,B<x>,n(x>,5<x>>ds

e 2T
V2orT

where g(.) (specified in (3.1.2), (3.1.3) and (3.1.4)) is the appropriate transformation and g=!(.)
denotes its inverse. Although the above double integral could be a bottleneck in computation and
numerically more expensive than the Normal approximation, the implementation scheme is actually
quite straightforward. We apply the Simpson’s rule, which is found sufficient to give the numerical
convergence, to evaluate both the inner and outer integrals. When numerically integrating the
outer integral, the upper limit Z (discussed in the implementation for the Normal approximation)
can be taken to be quite comfortably large and we do not have the same problem as the Normal
approximation. This is because the growth rate of the inner integral is much slower than the rate
of decay of fz,(-). Consequently, their product always tends to zero in the tails of distribution of
Zp. The lower limit z, on the other hand, has to be chosen with more care. For short maturity, if
too low a value of z is taken, the NIG parameters can be undefined. This is not really a problem
as very small probability mass is assigned to those small values. However, for longer maturity z
has to be sufficiently small to preserve the probability mass.

Efficiency: One can improve the efficiency of the NIG implementation by the following scheme.
Recall that the inner integral of (3.3.3) has the following form

dz, (3.3.3)

I(z, K) = /OO (9(s) = K) fxrc (s a(x), B(x), f(x), 6(x))ds

—HK)

where fyic is given byA(3.3.1). For ease of exposition, we write leg(s;o?,B,ﬂ,g) instead of
fnia(s;a(x), B(x), i(x),d(x)) but implicitly mean the dependence of the NIG parameters on .
By change of variable, we set




Hence

where

l(z,K) = dé\/1+(w?ﬂ)27

H(yaKadv/éaﬂ?g) = B(yaK)eXp(g d2_32>

2
hyK) = g|i+0 (y> -1) -K,

A~ y 2
s—[0 = 0 =] —1.
: <d5>

It can be easily checked that H(.) is a smooth function in y for each fixed set of the NIG parameters
and strike K. Therefore, one can approximate H(.) by a piecewise polynomial of the form

m

H(y,K) = ) lan(x) — Kba(2)]y"

o0

n=0
1K) = o) ~ Kinlo) /Z(LK)y”Kl(y)dy

where the coefficients {ay(z), b, (z)}1, depend on the NIG parameters. Thus, one can implement
the NIG approximation as follows

e For a grid of x values, store the coefficients {an(z), by (z)}" .

e For a grid of [* values, store the values of the integral flfo y" K1 (y)dy.

e For a given strike K, calculate I(z, K) by using l; which is the nearest value of I* to l(z, K),
ie. ;1 < l(l‘,K) <l

00 l; o)
/[( YK (y)dy = / YK (y)dy + /l YK (y)dy,

z,K) [(2,K)

where ﬁ(w K) y" K1 (y)dy can be evaluated by polynomial interpolation between the grid values
liy and I;.

With the above numerical scheme, one can improve the computational efficiency of the two-
dimensional integration. Note that this method can also be applied to other European payoff
structures.
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4 Numerical study

In this section, we investigate the quality of the approximations developed in this paper. It is
known that both the Normal and Log-Normal SABR models can be implemented quite well with
the SABR formula so we will compare the Normal and NIG approximations with this formula.
Similarly for the DD-SABR model, we will test them against the DD-SABR formula.

We take the Monte Carlo solutions (denoted MC for both the Normal and Log-Normal SABR
models, and MC-DD for the DD-SABR model) of the SDEs as a natural benchmark to compare
all the approximations against. In our numerical study, the initial volatility og is first chosen to
represent the level of the true ATM implied volatility (= U(]FOB _1). We force all the ATM implied
volatilities produced by the approximations to be the same as the Monte Carlo ATM by adjusting
oo and compare errors along the wings as practitioners do in practice.

4.1 Normal SABR

We consider the typical parameter values: 5 =0,p = —0.1, Fy = 90,09 = 9 for varying maturities
T. Since the Normal and NIG approximations work very well for the Normal SABR model, as
we shall see in the coming plots, we present our results for the large Volvol cases only and better
results are expected to hold for typical market volatility regimes.

The effect on the near the money implied volatility region as maturity increases is illustrated
by figure 4.1
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Figure 4.1: Effects of maturity within a high Volvol regime on the Normal and NIG approximations.
Other parameters: 5 =0,p = —0.1, Fy = 90,v = 0.6, 09 = 9. The dashed curve of the same colour
indicates the errors of the corresponding approximation.
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Strike
Maturity 30 60 70 80 90 100 110 120 150
10Y SABR 481 243 144 054 0.00 0.19 0.76 134 2.64
Normal -2.40 -1.00 -0.63 -0.25 0.00 -0.12 -0.39 -0.62 -0.97
NIG 1.66 0.79 054 0.26 0.00 0.15 036 0.49 0.67
15Y SABR 6.97 348 2.06 0.77 000 0.29 113 198 3.91
Normal -2.87 -1.08 -0.66 -0.26 0.00 -0.10 -0.36 -0.60 -0.99
NIG 285 1.21 083 040 0.00 0.14 041 0.59 0.85
20Y SABR 830 436 259 0.96 0.00 039 148 2,57 5.09
Normal -3.61 -1.19 -0.71 -0.27 0.00 -0.09 -0.34 -0.58 -1.03
NIG 333 137 099 054 0.00 0.02 027 043 0.67
30Y SABR 9.19 6.05 3.62 135 0.00 0.62 222 381 747
Normal -5.03 -1.20 -0.69 -0.27 0.00 -0.05 -0.26 -0.48 -0.93
NIG 867 230 1.62 092 0.00 -096 -1.15 -1.15 -1.11

Table 4.1: Fitting errors, in percentages, against strike and maturity for § = 0,v = 0.6,p =
—0.1, Fy = 90,00 = 9 (approximation implied volatility minus MC volatilities).

Comments on the accuracy of approximations: for g = 0,

e The SABR formula starts losing precision for T' > 10 years while the Normal and NIG
approximations still perform quite well and remain relatively close up to 30 years maturity.
All the approximations perform worse on the left wing of the implied volatility curves but
the errors are still acceptably small for the Normal and NIG approximations (table 4.1). The
errors only become substantial when we consider 30 years maturity and low strike (30). Note
that in this case, v = 0.6 represents a highly stress market condition for 7' = 10, 15,20 and
30 years.

e The Normal approximation does not display enough curvature while the SABR formula shows
the opposite. The plots show that it is always a lot closer to the MC solution than the SABR
formula on both wings. Furthermore, the errors of the Normal approximation are recorded
to be very stable across maturities.

e Similar to the Normal approximation, the NIG approximation works well up to very long
maturity even within a high volatility regime, i.e. very high 1T ~ 10. As maturity increases
from 20 years to 30 years, the implied volatility curve produced by the NIG approximation
becomes progressively steeper. It is observed in this case that the Normal approximation is
a better choice than the NIG approximation.

4.2 Log-Normal SABR and DD-SABR

Since the Log-Normal SABR and DD-SABR models yield a lot of similarities in structure, we
present their numerical results together and single out the volatility regimes when each individual
approximation performs well. We consider the typical parameter values:

e 3=1,F)=90,p=—0.5,00 = 15%.

22



e 3=0.5,F)=90,p=-0.2,00 = 130%.

Figure 4.2 displays the moderate maturity cases where the Normal approximation still performs
quite well.
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Figure 4.2: Effects of moderate maturity within a low Volvol regime on the Normal and NIG
approxmations. Common parameters: v = 0.3, Fy = 90, top: 8 = 1,09 = 15%, p = —0.5, bottom
B = 0.5,00 = 130%,p = —0.2. The dashed curve of the same colour indicates the errors of the
corresponding approximation.

When we consider very long maturity or higher Volvol regime with moderate maturity cases
(v®T > 1.8), the Normal approximation breaks down due to the reason in remark 2. Although
we apply the truncation method mentioned in remark 2, the “Normal” curves are still well above
the others. Since the approximation is too far from the true solution, matching the ATM for these
cases is a very difficult task. The NIG approximation, on the other hand, still gives very good fits
for these cases as illustrated by figures 4.3 and 4.4.
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Figure 4.3: Effects of very long maturity within a low Volvol regime on the NIG approximation.
Common parameters: v = 0.3, Fp = 90, top: 8 = 1,09 = 15%, p = —0.5, bottom: 3 = 0.5,0¢ =
130%, p = —0.2. The dashed curve of the same colour indicates the errors of the corresponding
approximation.
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Figure 4.4: Effect of high 2T (stress volatility regime) on the NIG approximation. Parameters:
B=0.5,v=0.6,S) = 90,009 = 130%, p = —0.2. The dashed curve of the same colour indicates the
errors of the corresponding approximation.

Comments on the accuracy of approximations: for 0 < 8 <1
e As (8 varies from 1 to 0, the Normal and NIG approximations perform better.

e The SABR formula starts breaking down when 7' > 10 years or v>T > 0.9 as the left and
right wings of implied volatility curves are not in line with the MC solutions. On the contrary,
the Normal approximation maintains similar shape and therefore fits the MC curves much
better than the SABR formula for these cases. It works well up to 15 years and only breaks
down for very long maturity or v*T > 1.8.

e The NIG approximation seems to work well up to v*T =~ 3.6 and 5.4 for 3 = 1 and 0.5
respectively with the error plots having the lowest magnitude compared with the others.
These upper bounds for 2T are obtained from the following case analysis:

— Low Volvol (v =~ 0.3): the NIG approximation performs well up to 30 years maturity
for 8 = 0.5 and slightly away from the MC solution for § = 1. Note that in this case,
v = 0.3 is the typical market volatility regime for T" > 20 years.

— High Volvol (v ~ 0.6): it starts breaking down when 7' > 15 years for § = 0.5 and
T > 10 years for § = 1. The plots show that the errors are reasonably small with
slightly wrong curvature. In this case, v &~ 0.6 represents the stress volatility regime for
moderate maturity.

Remark 3 In the interest rate area, it is essential to question how the model and the approxi-
mations behave for very low rates. As one can expect, the Normal and NIG approximations also
assign some positive probability mass to the negative rates region for the DD-SABR model. In ta-
ble 4.2, we display the mass assigned to negative rates for both approximations and compare with
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exact (MC-DD) results for the cases considered in section 2.1.2. It is seen from this table that the
mass given by the NIG approzimation and the MC-DD solution are very close while that given by
the Normal approximation is a bit higher. This supports our findings in this section that the NIG
approzimation is closer in distribution to the MC-DD solution than the Normal approximation.

T 5Y 10Y 20Y 30Y
MC-DD 4.03 % 7.67% 19.47% 22.60%
Normal 4.37% 8.22% 22.06% 24.91%

NIG 4.29% 7.49% 18.36% 21.73%

Table 4.2: Probability mass assigned to the negative rates region for the four cases considered in
figure 2.5.

5 Conclusions

Using an entirely probabilistic framework, we have derived a new approximation for the terminal
distribution of the underlying asset. In our method, the main objective is to model the asset’s
distribution at the maturity date rather than the implied volatilities themselves. This is necessary
if we want to extend the approximation to the pricing of more exotic derivatives. The results show
that simple approximations which allow for ease of computation are rich enough to capture the
model’s terminal distribution. The benchmark models we considered in this paper are the SABR
model and the DD-SABR model. In section 2, we find that the CEV-SABR and the DD-SABR
model with chosen matching parameters produce very similar implied volatility curves provided
that maturity is not too long. Although they are not as close for other cases, we still can work with
both models to achieve similar objectives.

In our numerical study, we compare the Normal and NIG approximations with the SABR
formula for § = 0,1 and the DD-SABR formula for g = 0.5. When = 0, both the Normal and
NIG approximations work very well up to 30 years maturity. In the considered stress cases, the
Normal approximation is always better than the SABR formula and remains relatively close to the
NIG approximation. Due to its more efficient implementation, the Normal approximation proves
to be a very good choice for the Normal SABR model. For 5 > 0, the Normal approximation starts
losing its precision (slightly away from the true solution) and fails for long maturities (after 20 years)
or stress cases (high v?T). However, within its working regimes the Normal approximation still
remains better than the SABR formula. We, therefore, conclude that the Normal approximation
offers a competitive choice of fitting smiles/skews for short to medium long maturities and normal
market condition. The NIG approximation proves to be the best choice here since it outperforms
the (DD-)SABR formula and the Normal approximation under all different market scenarios, e.g.
normal market condition up to 30 years maturity and stress condition up to 15 years maturity.
It also appears to be more theoretically appealing than the Normal approximation although the
implementation is slightly trickier to handle. In conclusion, the method addressed in this paper
offers a potentially good approach to other SDE formulations which are more capable of exploring
to the whole term structure of smiles.
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A Distribution of Fr under the Log-Normal SABR model
The SDE of the Log-Normal SABR model is

dFt = O'tFtth,
dor = voidZy,
AW, = pdZ; + /1 — p*dW,,

where Z and W are independent Brownian motions. By It6’s lemma, we have that
p 1 T .
In Frr :lnFo—l-*(O'T—O'()) — §VT—|- \/1—p2/ o dWr, (AOl)
v 0

where Vp := fOT det. Let M, := fg auqu and Fr = 0(Z, : 0 < u <T) be the o-algebra generated
by the Brownian motion Z over the time horizon of the option. It is clear that Mp|Fr ~ N (0, V).
By considering the conditional moment generating function (m.g.f) of Mz, we have that

E (60'MT “FT) — e%a2VT
= E (eaVT%G‘}'T> ,

where G ~ N(0,1) and G is independent of Fp. Consider the m.g.f of In Fp

E(e*nFr) = E :E {exp <a <1nFo +Llor—o0) - %VT + MMT>> \FTH
_E :exp <a <lnF0 +2(or — 00) - ;VT>> £ {exp (ay/T— 22217 ;;T}}
_E :eXp <a <lnF0 + 207 —0) - ;VT)> E {exp <aﬂvj§g> ‘FTH
- E :exp (a <1nF0 + S(JT ~ o) — %VT + MVT;G)” ,

by using the tower and “taking out what is known” properties. Hence

1 1
InFr £ InF+ g(O'T —09) — §VT + MVT%}.

The same steps follow in both the Normal SABR and DD-SABR models to obtain (3.1.2) and
(3.1.4) respectively.

B Proof of Proposition 1: conditional moments of the realized
variance V7

To calculate E(Vr | o) and E(V? | o7) we use the concept of a Brownian Bridge. By It6’s lemma,
we have that:

In(or/o0) + 30°T
1/ :

Zp = (B.0.2)
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Hence, if op is known, the value of the end point Zp is immediate.

Conditional on Z7, we have a Brownian bridge whose values at time zero and T are known.
Define

t t
Zy|Zr & ZTT + (B — TBT); 0<t<T (B.0.3)

where B, is a standard one-dimensional Brownian motion then Z;|Zr is a Brownian bridge from 0
to Zp on [0,T] (Karatzas & Shreve (1991)). It then follows from equation (B.0.3) that

42
Zilor = Zi|Zr ~ N < Zr,t T) 7 (B.0.4)

and it has the following covariance function for 0 <t,s < T

t
Cov(Zy, Zs|or) =t As — ?S (B.0.5)

B.1 First conditional moment of Vi

The conditional expectation of the realized variance can now be written in the following form:

T
EVr|or) = E [/ exp (2Inog — V2t + 2vZ;) dt | O'T:|
0

[V\F—i_ fr ﬂy—l
2 2

o (BT _Zr _g(_wT _Zr
2 JT 2> JT

where @ is the cumulative normal distribution function. Plugging back (B.0.2) to (B.1.1), we obtain

(g o) o)
E(Vr |or) = 02V ¢(ln(:%0)+yﬁ) , (B.1.2)

2
= ojexp

: (B.1.1)

where ¢(y) = ¢

B.2 Second conditional moment of Vi

We now evaluate the second conditional moment of the realized variance.

E(VZ|or) = [/ /otUstdﬂaT]

= 2 > t+s)+2 SZT+22 t 752—1— 824—2 2t3 dsdt
= —? 1/ v e - — —2—
o0 ep s T Tts— % s T s

" 41/ (t+s) . 221/(t+s) 50T + Zr
= 200/ exp(— 4y2t)/ exp | — \/g ( 2 ﬁ) dsdt. (B.2.1)
0 0
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By completing the square and change of variable u = 2"\(;%8) - <5V‘F + \f) in the inner integral

of (B.2.1), we have that

2

5uVT @) wi—Zp 5

( + T T -7 1 w2
E(VZ|or) = 20gexp N VT T exp(—41%t) e e 2 dudt

T 0 2 2 0 2Vt7ZT757V\/T 27T
T 2
2
Sv T
AN
- ZJéexp (2\f gy—l

X /OTeXp(—41/2t) [<I> <4W5\%ZT - 5;@) - ® <2'jt\/_TZT - 5;@)] dt.

=®(g1(t))—D(g2(t))

The above integral can be evaluated by integration by parts

/OT exp(—42) (g1 (1)) dt = [—exp(_4”2T)cI> (‘ZT + 3”\/T> + Lo <_ZT - 5”@)}

412 T 2 w2\ JT 2
2 2
v vV T Z
o (erem) ()
ex
TP 2 2
dvt—Zp v\ /T 2
T g2
X exp | — dt. (B.2.2)
0o V2r 2

By change of variable v = 4”7:7% — 2/T in (B.2.2), we find that

[ et = [ e (2 Wur) s Lo (2t

412 JT 2 VT 2
3T 2 50T Zr 2
[ B ()
412 2 2
—ZT 15Y% —ZT 3v
x | @ | —= VT ) - ® —fﬂ
» (75T (75
Similarly,
T —42T) _(~Zr v 1 ~Zr  5v
420D _ o o2 _ Y R (et S
/D exp(—4v24)®(go(t))dt [ o 77 2\/T + 1 N 2\/T
v/T 5vwWT | Zp
1 ((EE) ()
412 2 2

ERORIE ST
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Putting all the pieces together we obtain

In(or/00) JT In(or/c0) JT
BV lor) = = 4;3F< 2lnaT/ao)> [(I)( /T ;(Vwa)@fy\/%f v T)}
4\/>[ <1n or/o0) —I-QI/\F) <ln(a\7}/£-0 QI/\F)}

w? 6 (Moziee) 4 2y yT)

(B.2.3)

C Proof of proposition 2: conditional mean and variance of sy

We prove the Log-Normal SABR case only as similar calculations apply to other models. The
conditional mean of sy is

plor) = E(srlor)

1 1
— InFp+ g(aT — 00) = 5E(Velor) + v/1 = pPE(V{ Glor). (C.0.4)

Recall that Fr =0(Z, : 0 <u <T). It follows that

E(ViGlor) = E(E(V{EG|Fr)lor)
— E(VZE(G|Fr) | or)
— E(VZE(G) | or)

e

Hence )
plor) =nFy + £ (or — 00) = SE(Vlor). (C.0.5)

The conditional variance of st:

772(0T) = Var(sT|JT)

1
= fVar (Vrlor) — /1 — p?Cov(Vp, V72 G|JT) (1 — p*)Var(V2Glor). (C.0.6)
Similarly, the covariance term in (C.0.6) can be expressed as

1 3 1
COV(VT7 VT2 G|O’T) = E(ng G’O’T) - E(VT‘O’T)IE(‘/'T2 G’UT)
3
E(Vy Glor)
= 0,
and the last term in (C.0.6) is
1 1
Var(V2Glor) = E(VrG?or) — [E(VEGlor))?
E(VTG2|O'T) -0
= E(Vrlor),
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again using the tower property and noting that E(G?) = 1. Hence
2 1 2 1 2 2
- (or) = JE(Vrlor) = 2 [E(Vrlor)]” + (1 - p)E(Vr|or). (C.0.7)

Given the formulae from the previous appendix, the results follow immediately.

D DD-SABR equivalent Black implied volatility

In this appendix, we derive an equivalent Black implied volatility formula for the DD-SABR model
using the techniques developed in Hagan et al. (2002) but with a few modifications from later
literature, e.g. Hagan et al. (2005), Obloj (2008). We start with a more general form of the SABR
model:

dF, = 6,C(F,)dW;,
d&t = l/a'tdZt,

dthWt = pdt,
where the function C'(u) is is assumed to be positive, smooth and integrable around 0:

T du

o Cu)

< 00, x> 0.

Equation (B.65) in appendix B of Hagan et al. (2002) yields the equivalent Black implied volatility
for the above model:

oolnFy/K [ =z
op(K, Fp) = Fo du <x(z)> x (D-0.8)
K C(u)
2%~ + 7 1 2 - 3p”
{1+ [MM)U(%CQ(FMJ)_‘_4pVUO'YlC(F6w)+ 24 V2 T+... .
Here
FE,, = FyK, (D.0.9)
C'(Fp)
= D.0.10
" C(Fap) ( )
C”(Fav)
= 9 D.0.11
Y2 GlF (D.0.11)
and
_ vh-K
* T 50 C(Fa)’
1-2p24+2242—p
z(z) = In 1=, )

where —= basically represents the main effect of the stochastic volatility. The fraction —# is taken
to be 1 for the ATM case in the limit sense for proper ATM calibration. There are quite a few
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criticisms of this function z, e.g. Obloj (2008). We use a more general form of z as proposed in
Hagan et al. (2005).

v [T du
6o Jx Clu)
Note that for this choice of z, implied volatilities obtained by this approximation coincide with
Berestycki et al. (2004) and Obloj (2008) for the CEV-SABR model. We now turn our attention
to the DD-SABR model as introduced in the main paper. The model is the special case:

C(Fy) = F+60,

1-p
B )
5’0 = O'oﬁFOﬁil.

z= (D.0.12)

0 = Ry

Making this substitution in (D.0.10), (D.0.11) and (D.0.12) we obtain:

1
71 - /;FOK—FH’
Yo = 07
- Vl Fo+0
N K+6
Substituting further in (D.0.8), we get:
&QIHFQ/K ( >
K, F) = 1+M-T+.
B (K, F) n(Fy + 0)/(K +0) \z(2) { b
~1/(VFoK +6)2+1 (FK) .
M = AVED 24> /(Fo 2(VFK +6)? puao\h 0\/F0K+0)
2-3p° ,
T v
-1+ (VRK+0)?/(RK) ., 1 2—-3p% ,
- 24 00 + gpvoot —g v
 20/VFR K+ 0%/ (RK) ., 1 2—-3p% ,
- 24 60 + gpvoot —g v

We can simplify this formula by expanding®

(Fo+0)—(K+6) = (Fo+6)(K+6)ln

Fo+6 1 Fo+0 1 Fy+0
0+ { 9 Lo + " In 0+ +...},

1+t
K+0l T2 K10 1020 K10

R 1, F
Fo—K = VEKIn =21+ —In*>= + ——In?
0 o {+24 K 10200 KO }

Hence, the implied volatility formula now reads

1 2 Fo+6 4 Fn+6
op(K,Fy) = 5_0\/(F0+9)(K+0) (14—241n jee + Jog5 In A _|_> ( . >
| x

VR K 1+ 4 n? 2o Lom® fo 4 (2)
20/FoK +60%/(FK) ., 1 2-3
{1+[ /VEy o /(F )034—4,01/004— 24'0 1/2}T—|—...}.

$We use Hagan’s technique with the assumption that the strike K is not so far away from Fp
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For the special case of ATM options, we first take the limit
In F()/K . Fo+6

y
Komin(Fo+0)/(K+0) F

and hence the formula reduces to

40 20/Fy+0%/F2 , 1 . 2—3p?
O'B(FO,F()) = UOO_FQ{l—’_ |:/024/00'3+4p1/0'0+24pV2 T+...
2ﬂ+ (1_5)2 1 23 2
= oo W14 |22 T 2R2F202 4 ppe BRSP4 202

24 4 24

- 1— 2 91 1, 2-3p?
— ooF) 1{1+[ ﬂg%Fow >4 ZpvooBFY T puz}TJr...}.

24 4 24
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