
Analysis on Fractals

Jun Kigami
Graduate School of Informatics

Kyoto University
Kyoto 606-8501, Japan

e-mail:kigami@i.kyoto-u.ac.jp

January 13, 2000



Contents

1 Geometry of Self-Similar Sets 3
§1.1 Construction of self-similar sets . . . . . . . . . . . . . . . . . . . 3
§1.2 Shift space and self-similar sets . . . . . . . . . . . . . . . . . . . 6
§1.3 Self-similar structure . . . . . . . . . . . . . . . . . . . . . . . . . 10
§1.4 Self-similar measure . . . . . . . . . . . . . . . . . . . . . . . . . 15
§1.5 Dimension of self-similar sets . . . . . . . . . . . . . . . . . . . . 18
§1.6 Connectivity of self-similar sets . . . . . . . . . . . . . . . . . . . 22

2 Analysis on Limits of Networks 28
§2.1 Dirichlet forms and Laplacians on a finite set . . . . . . . . . . . 28
§2.2 Sequence of discrete Laplacians . . . . . . . . . . . . . . . . . . . 36
§2.3 Resistance Form and Resistance Metric . . . . . . . . . . . . . . 40
§2.4 Dirichlet forms and Laplacians on limits of networks . . . . . . . 47

3 Construction of Laplacians on P.C.F. Self-Similar Structures 51
§3.1 Harmonic structures . . . . . . . . . . . . . . . . . . . . . . . . . 52
§3.2 Harmonic functions . . . . . . . . . . . . . . . . . . . . . . . . . . 56
§3.3 Topology associated with effective resistance . . . . . . . . . . . . 61
§3.4 Dirichlet forms on p. c. f. self-similar sets . . . . . . . . . . . . . 65
§3.5 Green’s function . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
§3.6 Green’s operator . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
§3.7 Laplacians . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
§3.8 Nested fractals . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4 Eigenvalues and Eigenfuncions of Laplacians 99
§4.1 Eigenvalues and Eigenfunctions . . . . . . . . . . . . . . . . . . . 99
§4.2 Relation between dimensions . . . . . . . . . . . . . . . . . . . . 105
§4.3 Localized eigenfunctions . . . . . . . . . . . . . . . . . . . . . . . 107
§4.4 Existence of localized eigenfunctions . . . . . . . . . . . . . . . . 111
§4.5 Estimate of Eigenfunctions . . . . . . . . . . . . . . . . . . . . . 117

5 Heat Kernels 121
§5.1 Construction of Heat kernels . . . . . . . . . . . . . . . . . . . . 122
§5.2 Parabolic Maximum Principle . . . . . . . . . . . . . . . . . . . . 127

1



§5.3 Asymptotic behavior of the heat kernels . . . . . . . . . . . . . . 134

A 140
§A.1 Second eigenvalue of Ai . . . . . . . . . . . . . . . . . . . . . . . 140
§A.2 Self-adjoint operators and quadratic forms . . . . . . . . . . . . . 144
§A.3 Semigroups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
§A.4 Dirichlet forms and Nash Inequality . . . . . . . . . . . . . . . . 149
§A.5 The renewal theorem . . . . . . . . . . . . . . . . . . . . . . . . . 154

2



Chapter 1

Geometry of Self-Similar
Sets

In this chapter, we will review basics on geometry of self-similar sets which will
be needed later. Namely, we will explain what is a self-similar set (in §1.1),
how we can understand the structure of a self-similar set (in §1.2 and §1.3) and
how to calculate the Hausdorff dimension of a self-similar set (in §1.5). The key
notion is “self-similar structure” introduced in §1.3, which is a description of a
self-similar set from a purely topological viewpoint. As we will explain in §1.3,
topological structure of a self-similar set is essential in constructing analytical
structure like Laplacians and Dirichlet forms. More precisely, if two self-similar
sets are topologically same (i.e. homeomorphic), then analytical structure on
one self-similar set can be transferred to another self-similar set through the
homeomorphism.

§1.1 Construction of self-similar sets

In this section, we will formulate self-similar sets on a metric space and show an
existence and uniqueness theorem for self-similar sets. First we will introduce
the notion of contractions on a metric space.

Notation. Let (X, d) be a metric space. For x ∈ X and r > 0,

Br(x) = {y : y ∈ X, d(x, y) ≤ r}

Definition 1.1.1. Let (X, dX ) and (Y, dY ) be metric spaces. A map f : X → Y
is said to be (uniformly) Lipschitz continuous on X with respect to dX , dY if

L = sup
x,y∈X,x 6=y

dY (f(x), f(y))
dX(x, y)

< ∞.
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The above constant L is called the Lipschitz constant of f and denoted by
L = Lip(f).

Obviously by the above definition, a Lipschitz continuous map is continuous.

Definition 1.1.2 (Contraction). Let (X, d) be a metric space. If f : X → X
is Lipschitz continuous on X with respect to d, d and Lip(f) < 1, then f is called
a contraction with respect to the metric d with a contraction ratio Lip(f). In
particular, a contraction f with a contraction ratio r is called a similitude if
d(f(x), f(y)) = rd(x, y) for all x, y ∈ X.

Remark. If f is a similitude on (R n, dE), then there exist a ∈ R n, U ∈ O(n)
and r > 0 such that f(x) = rUx + a for all x ∈ R n. (Exercise 1.1)

The following theorem is called the ”contractive mapping theorem”.

Theorem 1.1.3. Let (X, d) be a complete metric space and let f : X → X be a
contraction with respect to the metric d. Then there exists a unique fixed point
of f , in other words, there exists a unique solution of an equation f(x) = x.
Moreover if x∗ is the fixed point of f, then {fn(a)}n≥0 converges to x∗ for all
a ∈ X where fn is the n-th iteration of f .

Proof. If r is the ratio of contraction of f , then for m > n,

d(fn(a), fm(a)) ≤ d(fn(a), fn+1(a)) + · · · + d(fm−1(a), fm(a))

≤ (rn + · · · + rm−1)d(a, f(a)) ≤ rn

(1 − r)
d(a, f(a))

Hence {fn(a)}n≥0 is a Cauchy sequence. As (X,d) is complete, there exists
x∗ ∈ X such that fn(a) → x∗ as n → ∞. Using the fact that f(n+1)(a) =
f(fn(a)), we can easily deduce that x∗ = f(x∗).

Now, if f(x) = x and f(y) = y, then d(x, y) = d(f(x), f(y)) ≤ rd(x, y).
Therefore d(x, y) = 0 and x = y. So we have uniqueness of fixed points.

Remark. In general, for a self mapping f from an set to itself, a solution of
f(x) = x is called a fixed point or an equilibrium point of f .

We now state the main theorem of this section, which ensures uniqueness
and existence of self-similar sets.

Theorem 1.1.4. Let (X,d) be a complete metric space. If fi : X → X is a
contraction with respect to the metric d for i = 1,2, · · · , N ,then there exists a
unique non-empty compact subset K of X that satisfies

K = f1(K) ∪ · · · ∪ fN (K).

K is called the self-similar set with respect to {f1, f2, · · · , fN}.

Remark. In other literature, the word ”self-similar set” is used in a more re-
stricted sense. For example, Huchinson [57] uses the word ”self-similar set”
only if all the contractions are similitudes. Also, in case all the contractions are
affine function on R n, the associated set may be called a self-affine set.
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The contractive mapping theorem is a special case of Theorem 1.1.4 where
N = 1.

In the rest of this section, we will give a proof to Theorem 1.1.4. Define

F (A) =
⋃

1≤j≤N

fj(A)

for A ⊆ X . The main idea is to show existence of a fixed point of F . In order
to do so, first we choose a good domain for F , which is defined by

C(X) = {A : A is a non-empty compact subset of X}.

Obviously F is a mapping from C(X) to itself. Next we define a metric δ on
C(X), which is called the Hausdorff metric on C(X).

Proposition 1.1.5. For A, B ∈ C(X), define

δ(A, B) = inf{r > 0 : Ur(A) ⊇ B and Ur(B) ⊇ A},

where Ur(A) = {x ∈ X : d(x, y) ≤ r for some y ∈ A} = ∪y∈ABr(y). Then δ
is a metric on C(X). Moreover if (X, d) is complete, then (C(X), δ) is also
complete.

Before giving a proof of the above proposition, we recall some standard
definitions in general topology.

Definition 1.1.6. Let (X,d) be a metric space and let K be a subset of X.

(1) A finite set A ⊂ K is called an r-net of K for r > 0 if and only if ∪x∈ABr(x) ⊇
K.

(2) K is said to be totally bounded if and only if there exists an r-net of K for
any r > 0

It is well-known that a metric space is compact if and only if it is complete
and totally bounded.

Proof of Proposition 1.1.5. Obviously δ(A, B) = δ(B, A) ≥ 0 and δ(A,A) = 0.

δ(A,B) = 0 ⇒ A = B : For any n, U1/n(B) ⊇ A. Therefore for any x ∈ A, we
can choose xn ∈ B such that d(x, xn) ≤ 1/n. As B is closed, x ∈ B. Hence we
have A ⊆ B. One can obtain B ⊆ A in exactly the same way.

Triangle inequality : If r > δ(A, B) and s > δ(B, C), then Ur+s(A) ⊇ C and
Ur+s(C) ⊇ A. Hence r+s ≥ δ(A,C). This implies δ(A, B)+δ(B, C) ≥ δ(A, C).

Next we proof that (C(X), δ) is complete if (X,d) is complete. For a Cauchy
sequence {An}n≥1 in (C(X), δ), define Bn = ∪k≥nAk. First we will show that
Bn is compact. As Bn is a monotonically decreasing sequence of closed sets, it
is enough to show that B1 is compact. For any r > 0, we can choose m so that
Ur/2(Am) ⊇ Ak for all k ≥ m. As Am is compact, there exists a r/2-net P of
Am. We can immediately verify that ∪x∈P Br(x) ⊇ Ur/2(Am) ⊇ ∪k≥mAk. As
∪x∈P Br(x) is closed, it is easy to see that P is a r-net of Bm. Adding r-nets
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of A1, A2, · · · , Am−1 to P , we can obtain an r-net of B1. Hence B1 is totally
bounded. Also, B1 is complete because it is a closed subset of the complete
metric space X. Thus it follows that Bn is compact.

Now as {Bn} is a monotonically decreasing sequence of non-empty compact
sets, A = ∩n≥1Bn is compact and non-empty. For any r > 0, we can choose
m so that Ur(Am) ⊇ Ak for all k ≥ m. Then Ur(Am) ⊇ Bm ⊇ A. On the
other hand, we see that Ur(A) ⊇ Bm ⊇ Am for sufficiently large m. Thus we
have δ(A, Am) ≤ r for sufficiently large m. Hence Am → A as m → ∞ in the
Hausdorff metric. So we can see that (C(X), δ) is complete.

Now, Theorem 1.1.4 can be stated in the following way using the Hausdorff
metric (C(X), δ).

Theorem 1.1.7. Let (X, d) be a complete metric space. Define F : C(X) →
C(X) by F (A) = ∪1≤i≤Nfi(A), where fi : X → X is a contraction for every i =
1, 2, · · · , N . Then F has a unique fixed point K. Moreover, for any A ∈ C(X),
Fn(A) converges to K as n → ∞ in the sense of the Hausdorff metric.

Lemma 1.1.8. For A1,A2, B1, B2 ∈ C(X),

δ(A1 ∪ A2,B1 ∪ B2) ≤ max{δ(A1, B1), δ(A2,B2)}

Proof. If r > max{δ(A1, B1), δ(A2, B2)}, then Ur(A1) ⊇ B1 and Ur(A2) ⊇ B2.
Hence Ur(A1∪A2) ⊇ B1∪B2. A similar argument implies Ur(B1∪B2) ⊇ A1∪A2.
Hence r ≥ δ(A1 ∪ A2, B1 ∪ B2). This completes the proof.

Lemma 1.1.9. If f is a contraction with a contraction ratio r, then δ(f(A), f(B)) ≤
rδ(A,B) for any A, B ∈ C(X).

Proof. If Us(A) ⊇ B and Us(B) ⊇ A, Usr(f(A)) ⊇ f(Us(A)) ⊇ f(B). Also the
same discussion implies Usr(f(B)) ⊇ f(A). Therefore, δ(f(A), f(B)) ≤ rs and
this completes the proof.

Proof of Theorem 1.1.7. Using Lemma 1.1.8 repeatedly, we obtain

δ(F (A), F (B)) = δ(∪1≤j≤N fj(A),∪1≤j≤N fj(B)) ≤ max
1≤j≤N

δ(fj(A), fj(B)).

By Lemma 1.1.9, δ(fi(A), fi(B)) ≤ riδ(A,B), where ri is the contraction ratio
of fi. Define r = max1≤i≤N ri, it follows that δ(F (A), F (B)) ≤ rδ(A,B).
Therefore F turns out to be a contraction with respect to the Hausdorff metric.
By Proposition 1.1.5, we see that (C(X), δ) is complete. Now the contractive
mapping theorem (Theorem 1.1.3) implies Theorem 1.1.7 immediately.

§1.2 Shift space and self-similar sets

In this section, we will introduce the shift space, which is the key to understand
topological structures of self-similar sets. In fact, Theorem 1.2.3 will show that
every self-similar set is a quotient space of a shift space.
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Definition 1.2.1. Let N be a natural number.

(1) For m ≥ 1, we define

WN
m = {1, 2, · · · , N}m = {w1w2 · · · wm : wi ∈ {1, 2, · · · , N}}.

w = w1w2 · · ·wm ∈ WN
m is called a word of length m with symbols {1,2, · · · , N}.

Also, for m = 0, we define WN
0 = {∅} and call ∅ the empty word. Moreover, set

WN
∗ = ∪m≥0W

N
m and denote the length of w ∈ WN

∗ by |w|.
(2) The collection of one-sided infinite sequence of symbols {1, 2, · · · , N} is de-
noted by ΣN , which is called the shift space with N -symbols. More precisely,

ΣN = {1, 2, · · · , N} = {ω1ω2ω3 · · · : ωi ∈ {1, · · · ,N} for i ∈ N }.

For k ∈ {1, 2, · · · ,N}, define a map σk : ΣN → ΣN by σk(ω1ω2ω3 · · · ) =
kω1ω2ω3 · · · . Also define σ : ΣN → ΣN by σ(ω1ω2ω3 · · · ) = ω2ω3ω4 · · · . σ is
called the shift map.

Remark. The two sided infinite sequence of {1, 2, · · · , N},

{1, 2, · · · , N} = {· · · ω−2ω−1ω0ω1ω2 · · · : ωi ∈ {1, 2, · · · , N} for i ∈ Z }

may also called the shift space with N -symbols. If one want to distinguish those
two, the above ΣN should be called the one-sided shift space with N -symbols.
In this book, however, we will not treat the two-sided symbol space.

For ease of notation, we write Wm, W∗ and Σ instead of W N
m , WN

∗ and ΣN

It is obvious that σk is a branch of the inverse of σ for any k ∈ {1,2, · · · , N}.
If we take an adequate distance, it turns out that σk is a contraction and the
shift space Σ is the self-similar set with respect to {σ1, σ2, · · · , σN}.

Theorem 1.2.2. For ω, τ ∈ Σ with ω 6= τ and 0 < r < 1, define δr(ω, τ) =
rs(ω,τ), where s(ω, τ) = min{m : ωm 6= τm} − 1. (i.e. n = s(ω, τ) if and only
if ωi = τi for 1 ≤ i ≤ n and ωn+1 6= τn+1.) Also define δr(ω, τ) = 0 if ω = τ .
δr is a metric on Σ and (Σ, δr) is a compact metric space. Furthermore, σk

is a similitude with Lip(σk) = r and Σ is the self-similar set with respect to
{σ1, σ2, · · · , σN}.

Proof. It is obvious by the definition that δr(ω, τ) ≥ 0 and δr(ω, τ) = 0 implies
ω = τ . As min{s(ω, τ), s(τ, κ)} ≤ s(ω,κ) for ω, τ, κ ∈ Σ, we can see that
δr(ω, τ) + δr(τ, κ) ≥ δr(ω, κ).

Now for every w = w1w2 · · · wm ∈ W∗, we define

Σw = {ω = ω1ω2ω3 · · · ∈ Σ : ω1ω2 · · · ωm = w1w2 · · · wm}.

Let {ωn}n≥1 be a sequence in Σ. By using an induction on m, we can choose
τ ∈ Σ so that {n ≥ 1 : (ωn)j = τj for j = 1, 2, · · · , m} becomes a infinite set
for any m ≥ 1. So there exists a subsequence of {ωn} that converges to τ as
n → ∞. Hence (Σ, δr) is compact.

Finally it is obvious that σk is a similitude with Lip(σk) = r. Also we can
easily see that Σ = σ1(Σ) ∪ · · · ∪ σN (Σ). This implies that Σ is the self-similar
set with respect to {σ1, σ2, · · · , σN}.
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Σ is called the (topological) Cantor set with N -symbols. See Example 1.2.6.
For the rest of this section, we assume that (X, d) is a complete metric space,

fi : X → X is a contraction with respect to (X, d) for every i ∈ {1, 2, · · · , N}
and that K is the self-similar set with respect to {f1, f2, · · · , fN}.

The following theorem shows that every self-similar set is a quotient space
of a shift space by a certain equivalence relation.

Theorem 1.2.3. For w = w1w2 · · · wm ∈ W∗, set fw = fw1 ◦fw2 ◦· · ·◦fwm and
Kw = fw(K). Then for any ω = ω1ω2ω3 · · · ∈ Σ, ∩m≥1Kω1ω2···ωm contains only
one point. If we define π : Σ → K by {π(ω)} = ∩m≥1Kω1ω2···ωm , then π is a
continuous surjective map. Moreover, for any i ∈ {1, 2, · · · ,N}, π ◦ σi = fi ◦ π.

Proof. Note that

Kω1ω2···ωmωm+1 = fω1ω2···ωm(fωm+1(K)) ⊆ fω1ω2···ωm(K) = Kω1ω2···ωm .

As Kω1ω2···ωm is compact, ∩m≥1Kω1ω2···ωm is a non-empty compact set. For A ⊆
X, the diameter of A, diam(A), is defined by diam(A) = supx,y∈A d(x, y). Set
R = max1≤i≤N Lip(fi). Then it follows that diam(fi(A)) ≤ Rdiam(A). Hence
diam(Kω1ω2···ωm) ≤ Rmdiam(K). So diam(∩m≥1Kω1ω2···ωm) = 0. Therefore
∩m≥1Kω1ω2···ωm should contain only one point.

If δr(ω, τ) ≤ rm, then π(ω), π(τ) ∈ Kω1ω2···ωm = Kτ1τ2···τm . Therefore
d(π(ω), π(τ)) ≤ Rmdiam(K). This immediately implies that π is continuous.

By using

{π(σi(ω))} = ∩m≥1Kiω1ω2···ωm = ∩m≥1fi(Kω1ω2···ωm) = {fi(π(ω))},

we can easily verify that π ◦ σi = fi ◦ π.
Finally we would show that π is surjective. Note that π(Σ) = π(σ1(Σ)∪· · ·∪

σN (Σ)) = π(σ1(Σ)) ∪ · · · ∪ π(σN (Σ)) = f1(π(Σ)) ∪ · · · ∪ fN (π(Σ)). As π(Σ) is a
non-empty compact set, uniqueness of self-similar sets (Theorem 1.1.4) implies
that π(Σ) = K.

Proposition 1.2.4. Define ẇ = www · · · if w ∈ W∗ and w 6= ∅. Then π(ẇ) is
the unique fixed point of fw.

Proof. As fw is a contraction, it has a unique fixed point. By Theorem 1.2.3,
π(ẇ) = π(w · ẇ) = fw(π(ẇ)). Hence π(ẇ) is the fixed point of fw.

By using the above proposition, we can see that π(v1v2 · · · vkẇ) = fv(pw)
where w ∈ W∗, w 6= ∅, v = v1v2 · · · vk ∈ W∗ and pw is the fixed point of fw. This
relation helps us to understand π in many examples. Moreover, since periodic
sequences are dense in Σ, we have

K = {pw : w ∈ W∗, w 6= ∅}.

In fact, π determines a topological structure on a self-similar sets.

Proposition 1.2.5. Suppose fi is injective for every i ∈ {1,2, · · · ,N}. Then,
π(ω) = π(τ) for ω 6= τ ∈ Σ if and only if π(σmω) = π(σmτ), where m = s(ω, τ).
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Proof. If w = ω1ω2 · · · ωm = τ1τ2 · · · τm, then π(ω) = fw(π(σmω)) and π(τ) =
fw(π(σmτ)). As fw is injective, we have π(ω) = π(τ) for ω, τ ∈ Σ if and only if
π(σmω) = π(σmτ). The other direction is obvious.

Note that if π(ω) = π(τ), then π(σm(ω)) = π(σm(τ)) ∈ CK , where m =
s(ω, τ) and CK = ∪1≤i<j≤N (Ki ∩ Kj).

Example 1.2.6 (Cantor set). Let X = [0, 1]. Choose positive real numbers
a and b so that a + b < 1. Define f1(x) = ax and f2(x) = b(x − 1) + 1. If K
is the self-similar set with respect to {f1, f2}, K1 ⊂ [0, a] and K2 ⊂ [1 − b, 1].
Hence CK = K1 ∩K2 = ∅. Therefore π : Σ → K is injective. By Theorem 1.2.3,
π is also surjective and hence it is a homeomorphism between Σ and K. In
particular, if a = b = 1/3, K is called the Cantor’s ternary set or the Cantor’s
middle third set.

Example 1.2.7 (Koch curve). Let X = C . Suppose that a ∈ {z : |z|2 +
|1 − z|2 < 1}. Set f1(z) = αz̄ and f2(z) = (1 − α)(z̄ − 1) + 1. Let D be a
triangle domain with vertices {0, α, 1}, including the boundary. Then it follows
that f1(D) ∪ f2(D) ⊆ D and f1(D) ∩ f2(D) = {α}. Hence K(α) ⊆ D, where
K(α) is the self-similar set with respect to {f1, f2}. Also note that f1(0) = 0,
f2(1) = 1 and f2(0) = f1(1) = α. These facts imply that πα(1̇) = 0, πα(2̇) = 1
and πα(12̇) = πα(21̇) = α. Moreover, CK = K1 ∩ K2 = {α}. Hence we can
deduce that πα(ω) = πα(τ) and ω 6= τ if and only if there exists w ∈ W∗ such
that {ω, τ} = {w12̇, w21̇}. In particular, K(1/2) = [0, 1] and K(α) is called the
Koch curve if α = 1

2 + i
2
√

3
. Note that πα ◦π1/2

−1 is a homeomorphism between
[0, 1] and K(α).

Example 1.2.8 (Sierpinski gasket). Let X = C and let {p1, p2, p3} be a set
of vertices of a regular triangle. Define fj(z) = 1/2(z − pj) + pj for j = 1,2, 3.
The self-similar set with respect to {f1, f2, f3} is called the Sierpinski gasket. It
is easy to see that π(j̇) = pj for j = 1, 2, 3. Let T be the regular triangle with
vertices {p1, p2, p3}, including the boundary. Then f1(T ) ∪ f2(T ) ∪ f3(T ) ⊆ T .
Hence K ⊂ T . Also f1(K) ∩ f2(K) = f1(T ) ∩ f2(T ) and this set contains only
one point, which is denoted by {q3}. Then π−1(q3) = {21̇, 12̇}. In the same
way, if f2(K)∩f3(K) = {q1} and f3(K)∩f1(K) = {q2} then π−1(q1) = {23̇, 32̇}
and π−1(q2) = {31̇, 13̇}. By those facts, if π(ω) = π(τ) and ω 6= τ , there exists
w ∈ W∗ such that {ω, τ} = {w12̇, w21̇} or {w23̇, w32̇} or {w31̇, w13̇}.

Example 1.2.9 (Hata’s tree-like set). Let X = C . Set f1(z) = cz̄, f2(z) =
(1 − |c|2)z̄ + |c|2, where |c|, |1 − c| ∈ (0, 1). The self-similar set with respect to
{f1, f2} is called Hata’s tree-like set. Let A = {t : 0 ≤ t ≤ 1} ∪ {tc, 0 ≤ t ≤ 1}.
Then it follows that f1(A) ∪ f2(A) ⊃ A. Hence if Am = ∪w∈Wmfw(A), then
{Am}m≥0 is an increasing sequence and K = ∪m≥0Am. Also we can easily
observe that f1(K) ∩ f2(K) = {|c|2}, f1(0) = 0, f2(1) = 1 and f1(f1(1)) =
f2(0) = |c|2. Hence π−1(0) = {1̇}, π−1(1) = {2̇}, π−1(c̄) = {12̇} and π−1(|c|2) =
{112̇,21̇}. Moreover, if π(ω) = π(τ) and ω 6= τ , there exists w ∈ W∗ such that
{ω, τ} = {w112̇, w21̇}.
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§1.3 Self-similar structure

From the viewpoint of analysis, only the topological structure of a self-similar
set is important. For example, suppose you want to know what is analysis on
the Koch curve. Recall Example 1.2.7, there exists a natural homeomorphism
between [0, 1] and the Koch curve. Through this homeomorphism, any kind of
analytical structure on [0, 1] can be translated to its counterpart on the Koch
curve. So it is easy to construct analysis on the Koch curve.

The notion of self-similar structure has been introduced to give a topological
description of self-similar sets.

Definition 1.3.1. Let K be a compact metrizable topological space and let S
be a finite set. Also, let Fi be a continuous injection from K to itself for any
i ∈ S. Then, (K, S,{Fi}i∈S) is called a self-similar structure if there exists a
continuous surjection π : Σ → K such that Fi ◦ π = π ◦ σi for every i ∈ S,
where Σ = S is the one-sided shift space and σi : Σ → Σ is defined by
σi(w1w2w3 · · · ) = iw1w2w3 · · · for each w1w2w3 · · · ∈ Σ.

Σ is called the shift space with symbols S. We will define Wm = Sm,
W∗ = ∪m≥0Wm, σ : Σ → Σ and so on in exactly the same way as in §1.2. Also
the topology of Σ is given by exactly the same way as in §1.2. If we need to
specify the symbols S, we use Σ(S), Wm(S) and W∗(S) in place of Σ, Wm and
W∗ respectively. In many cases, we think of S = {1, 2, · · · , N}.

Obviously if K is the self-similar set with respect to injective contractions
{f1, f2, · · · , fN}, then (K, {1, 2, · · · , N}, {fi}) is a self-similar structure. It is
possible that two different self-similar sets have same topological structure. For
example, the self-similar structures corresponding to the self-similar sets K(α)
in Example 1.2.7 are all essentially same. More precisely, they are isomorphic
in the following sense.

Definition 1.3.2. Let L1 = (K1, S1, {Fi}i∈S1) and L2 = (K2, S2, {Gi}i∈S2) be
self-similar structures. Also let πi : Σ(Si) → Ki be the continuous surjection
associated with Li for i = 1,2. We say that L1 and L2 are isomorphic if there
exists a bijective map ρ : S1 → S2 such that π2 ◦ ιρ ◦ π1

−1 becomes a well-
defined homeomorphism between K2 and K1, where ιρ is the natural bijective
map induced by γ, i.e. ι(ω1ω2 · · · ) = ρ(ω1)ρ(ω2) · · · .

We say that two self-similar structures are same if they are isomorphic.

Proposition 1.3.3. If (K, S,{Fi}i∈S) is a self-similar structure, then π is unique.
In fact,

{π(ω)} =
⋂

m≥0

Fω1ω2···ωm(K)

for any ω = ω1ω2 · · · ∈ Σ.

Proof. By the above definition, we have Fw1w2···wm ◦ π = π ◦ σw1w2···wm for any
w ∈ W∗. Hence, π(ω) ∈ ∩m≥0Fω1ω2···ωm(K). For x ∈ ∩m≥0Fω1ω2···ωm(K),
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there exists xm ∈ Σω1ω2···ωm such that π(xm) = x. Note that π is continuous.
Since xm → ω as m → ∞, it follows that x = π(xm) → π(ω) as m → ∞. Hence
x = π(ω).

Definition 1.3.4. Let L = (K, S, {Fi}i∈S) be a self-similar structure. We de-
fine CL = ∪i,j∈S,i 6=j(Fi(K) ∩ Fj(K)), CL = π−1(CL) and PL = ∪n≥1σ

n(CL).
CL is called the critical set of L and PL is called the post critical set of L. Also
we define V0(L) = π(PL).

For ease of notations, we use C, P and V0 instead of CL, PL and V0(L) as
far as it may not cause any confusion.

The critical set and the post critical set play an important role in determining
the topological structure of a self-similar set. For example, if C = ∅, (and hence
P , V0 are all empty sets), then K is homeomorphic to the (topological) Cantor
set Σ.

Also V0 is thought as a ”boundary” of K. For example, define F1(x) = 1
2x

and F2(x) = 1
2x + 1

2 and recall Example 1.2.7. Then we find that C = {12̇, 21̇}
and P = {1̇, 2̇}. Hence V0 = {0, 1}. See also Exercise 1.3 for another example.

Proposition 1.3.5. Let L = (K, S, {Fi}i∈S) be a self-similar structure. Then

(1) π−1(V0) = P.

(2) If Σw ∩ Σv = ∅ for w, v ∈ W∗, then Kw ∩ Kv = Fw(V0) ∩ Fv(V0), where
Kw = Fw(K).

(3) C = ∅ if and only if π is injective.

Proof. (1) If π(ω) ∈ V0, then there exist τ ∈ C and m ≥ 1 such that σmτ = ω.
Set ω′ = τ1τ2 · · · τm · ω, then π(ω′) = Fτ1τ2···τm(π(ω)) = Fτ1τ2···τm(π(σmτ)) =
π(τ) ∈ CL. Hence ω′ ∈ C and ω ∈ P .

(2) It is obvious that Fw(V0) ∩ Fv(V0) ⊆ Kw ∩ Kv. For x ∈ Kw ∩ Kv, we can
choose ω, τ ∈ Σ so that x = π(wω) = π(vτ). As Σw ∩ Σv = ∅, there exists
k < min{|w|, |v|} such that w1w2 · · · wk = v1v2 · · · vk and wk+1 6= vk+1. As
Fw1w2···wk is injective, it follows that π(σk(wω)) = π(σk(vτ)) Hence we can
conclude that σk(wω), σk(vτ) ∈ C and therefore ω, τ ∈ P .

(3) If π is injective, then K is homeomorphic to Σ and hence C = ∅. Conversely,
if π is not injective, we can use the same discussion as in Proposition 1.2.5 to
show that C 6= ∅.

A self-similar structure (K, S, {Fi}i∈S) may contain an unnecessary symbol.
For example, let K = [0, 1] and define S = {1, 2, 3}, F1(x) = 1

2x, F2(x) = 1
2x+ 1

2
and F3(x) = 1

2x+ 1
4 . Then obviously K = F1(K)∪F2(K) and we don’t need F3

to describe K. This example may be a little artificial but there are more natural
examples. To explain such examples, we need to introduce some notations.

Let L = (K,S, {Fi}i∈S) be a self-similar structure. Let W be a finite subset
of W∗\W0. Then Σ(W ) = W can be identified as a subset of Σ(S) = SN in the
natural manner. Set K(W ) = π(Σ(W )). Then (K(W ),W, {Fw}w∈W ) becomes
a new self-similar structure. We denote this self-similar structure by L(W ).
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By using these notations, we can rephrase the above example as K({1, 2}) =
K(S). The following is a more natural example.

Example 1.3.6. Let K = [0,1] and define S = {1, 2}, F1(x) = 3
4x and F2(x) =

3
4x+ 1

4 . Then L = (K, S, {F1, F2}) is a self-similar structure. Set W = {11, 22},
then K(W ) = K because K = F11(K) ∪ F22(K). This means that to describe
K, we don’t need the words {12,21}.

You may notice that this kind of unnecessary symbols (or words) occurs
when the overlap set CL (or equivalently CL ) is ”large”. The following theorem
justifies such an intuition.

Theorem 1.3.7. Let L = (K, S, {Fi}i∈S) be a self-similar structure. The fol-
lowing conditions are equivalent. If L satisfies one of the following conditions,
we say that L is minimal.

(Mi1) If π(A) = K for a closed set A ⊆ Σ, then A = Σ.

(Mi2) For any w ∈ W∗, Kw is not contained in ∪v∈Wm\{w}Kv, where m = |w|.
(Mi3) If K(W ) = K for W ⊆ Wm, then W = Wm.

(Mi4) Kw does not contained in CL for any w ∈ W∗.

(Mi5) int(CL) = ∅.
(Mi6) int(PL) = ∅. (Mi6*) PL 6= Σ.

(Mi7) int(V0) = ∅. (Mi7*) V0 6= K.

As we can see from (Mi3), a minimal self-similar structure does not have any
unnecessary symbol (or word). It is easy to see that the self-similar structures
corresponding to the self-similar sets in §1.2 are all minimal.

Proof.

(Mi1) ⇒ (Mi4) Assume that C ⊃ Kw for some w ∈ W∗. Let k ∈ S be the first
symbol of w. Then for any x ∈ Kw, there exists some j 6= k such that x ∈ Kj .
If m = |w| and A = ∪v∈Wm\{w}Σv, then A is closed and π(A) = K.

(Mi4) ⇒ (Mi5) Assume that int(C) 6= ∅. Then C ⊃ Σw for some w ∈ W∗. Hence
C ⊃ Kw.

(Mi5) ⇒ (Mi6*) Assume that P = Σ. Then as P = ∪m≥1σ
mC, Baire’s category

argument shows that int(σmC) 6= ∅ for some m. (See, for example, [147] about
Baire’s category argument.) Hence, σmC ⊇ Σw for some w ∈ W∗. Therefore
σkC = Σ for k = m + |w|. Now σkC = ∪v∈Wk

σk(Σv ∩ C). Again using Baire’s
category argument, it follows that σk(Σv ∩ C) ⊇ Σu for some v ∈ Wk and
u ∈ W∗. Therefore C ⊇ Σvu.

(Mi6*)⇒ (Mi6) Assume that int(P) 6= ∅. Then P ⊃ Σw for some w ∈ W∗. Since
σmP ⊂ P for m = |w|, we have Σ = P .

(Mi6) ⇒ (Mi7) As π−1(V0) = P , we have π−1(int(V0)) ⊆ int(P).

(Mi7) ⇒ (Mi7*) ⇒ (Mi6*) This is obvious by the fact that π−1(V0) = P .
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(Mi6*) ⇒ (Mi2) Assume that Kw ⊆ ∪v∈Wm\{w}Kv for some m and w ∈ Wm.
Then for any ω ∈ Σ, there exist v ∈ Wm\{w} and τ ∈ Σ such that π(wω) =
π(vτ). As w 6= v, we can choose k ≤ m so that w1w2 · · ·wk−1 = v1v2 · · · vk−1
and wk 6= vk. Since Fw1w2···wk−1 is injective, we see that σk(wω) ∈ C. Therefore
ω ∈ P . So P = Σ.

(Mi2) ⇒ (Mi1) If there exists a closed subset A ⊂ Σ with π(A) = K, then Ac

is a non-empty open set and so it should contain Σw for some w ∈ W∗. Since
A ⊃ ∪v∈Wm\{w}Σv, where m = |w|, we have Kw ∈ ∪v∈Wm\{w}Kv.

(Mi2) ⇒ (Mi3) Let W be a proper subset of Wm and assume K(W ) = K. Then
for w ∈ Wm\W , Kw ⊂ K = ∪v∈W Kv. Hence (Mi2) does not hold.

(Mi3) ⇒ (Mi2) If Kw ⊂ ∪v∈Wm\{w}Kv, where m = |w|, then K = ∪v∈W Fv(K),
where W = Wm\{w}. Hence, for any x ∈ K, there exists ω ∈ Σ(W ) such that
π(ω) = x. Therefore K(W ) = K.

Remark. It seems quite possible that the condition int(CL) = ∅ is also equivalent
to those conditions in Theorem 1.3.7 as well. Unfortunately this is not true. In
fact, there is an example where int(CL) = ∅ but int(CL) 6= ∅. See Exercise 1.5.

Definition 1.3.8. Let S be a finite set. We say that a finite subset Λ ⊂ W∗(S)
is a partition of Σ(S) if Σw ∩ Σv = ∅ for any w 6= v ∈ Λ and Σ = ∪w∈ΛΣw.
A partition Λ1 is said to be a refinement of a partition Λ2 if and only if either
Σw ⊆ Σv or Σw ∩ Σv = ∅ for any (w, v) ∈ Λ1 × Λ2.

Wm is a partition for any m ≥ 0 and Wn is a refinement of Wm if (and only
if) n ≥ m.

Lemma 1.3.9. Let L = (K, S, {Fi}i∈S) be a self-similar structure. Define
V (Λ, L) = ∪w∈ΛFw(V0) if Λ is a partition of Σ. Then V (Λ1, L) ⊇ V (Λ2, L)
if Λ1 is a refinement of Λ2.

Proof. Assume that Λ1 is a refinement of Λ2. Set x = π(wω) for w ∈ Λ2 and
ω ∈ P . Then there exists v ∈ Λ1 such that v = wω1 · · · ωk. As ωk+1ωk+2 · · · ∈ P,
we can see that x = π(wω) ∈ V (Λ1, L).

Lemma 1.3.10. Let L = (K, S, {Fi}i∈S) be a self-similar structure. Define
Vm(L) = V (Wm,L). Then Vm(L) ⊆ Vm+1(L) and

Vm+1(L) = ∪i∈SFi(Vm(L)).

Furthermore, set V∗(L) = ∪m≥0Vm(L). If V0 6= ∅, then V∗(L) is dense in K.

Proof. The proof of the first statement is straight forward from Lemma 1.3.9.
If x = π(ω) ∈ K, then for τ ∈ P , xn = π(ω1 · · ·ωnτ) converges to x as n → ∞.
Hence V∗(L) is dense in K.

We write Vm instead of Vm(L) if no confusion may occur.
Let Λ be a partition of Σ(S). If L = (K,S, {Fi}i∈S) is a self-similar structure,

then we can define a self-similar structure L(Λ) = (K(Λ), Λ, {Fw}w∈Λ) as before
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except Λ = W0. Immediately by Definition 1.3.8, it follows that K(Λ) = K and
Σ(S) = Σ(Λ). Of course, the topological structures of K and K(Λ) should be
same since they are virtually the same self-similar structures.

Proposition 1.3.11. Let Λ be a partition of Σ(S) and let L = (K, S, {Fi}i∈S)
be a self-similar structure. Then PL ⊇ PL(Λ), where we identify Σ(S) and Σ(Λ)
through the natural mapping. Furthermore, if Λ = Wm(S) for m ≥ 1, then
PL = PL(Λ).

Proof. Let α = α1α2 · · · ∈ PL(Λ), where αi ∈ Λ. Then there exists β1β2 · · ·βm ∈
W∗(Λ)\W0(Λ) and γ = γ1γ2 · · · ∈ Σ(Λ) such that π(β) = π(γ) and β1 6= γ1,
where β = β1β2 · · ·βmα ∈ Σ(Λ). Hence, if β1 = w1w2 · · ·wm ∈ Wm(S) and
γ1 = v1v2 · · · vn ∈ Wn(S), we can find k so that w1w2 · · · wk = v1v2 · · · vk and
wk+1 6= vk+1. Therefore as elements in Σ(S), π(σkβ) = π(σkγ) and hence
σkβ ∈ CL. This implies that α ∈ PL.

Next let Λ = Wm for m ≥ 1. For ω = ω1ω2 · · · ∈ PL, there exists w ∈
W∗(S)\W0(S) and τ ∈ Σ(S) such that π(wω) = π(τ) and w1 6= τ1. Now
we can choose v ∈ W∗(S) so that vw = β1β2 · · ·βj and vτ = γ1γ2 · · · with
βi, γi ∈ Λ and β1 6= γ1. If ω = α1α2 · · · , where αi ∈ Λ, then it follows that
β1β2 · · · βjα1α2 · · · ∈ CL(Λ). Therefore ω = α1α2 · · · ∈ PL(Λ).

Even if Λ 6= Wm(S), PL(Λ) often coincides with PL. In general, however, this is
not true. See Exercise 1.6 and 1.7 for examples.

Finally, we will give the definition of post critically finite (p. c. f. for short)
self-similar structure, which is one of the key notions in this book.

Definition 1.3.12. Let L = (K, S, {Fi}i∈S) be a self-similar structure. L is
said to be post critically finite or p. c. f. in short if and only if the post critical
set PL is a finite set.

If L = (K, S, {Fi}i∈S) is post critically finite, Vm is a finite set for all m. In
particular, Kw ∩Kv is a finite set for any w 6= v ∈ Wm. Such a self-similar set is
often called a finitely ramified self-similar set. Obviously, a p. c. f. self-similar
set is finitely ramified. The converse is, however, not true.

Later in Chapter 3, we will mainly study analysis on post critically finite
self-similar sets.

Example 1.3.13 (Sierpinski gasket). Let K be the Sierpinski gasket defined
in Example 1.2.8. Then L = (K,S, {fi}i∈S), where S = {1, 2,3} and fi are the
same maps as in Example 1.2.8, is a post critically finite self-similar structure.
In fact, CL = {q1, q2, q3}, CL = {12̇, 21̇, 23̇,32̇, 31̇,13̇} and PL = {1̇, 2̇, 3̇}. Also
V0 = {p1, p2, p3}.

Example 1.3.14 (Hata’s tree-like set). Let f1 and f2 be the same as in Ex-
ample 1.2.9. Also let K be the Hata’s tree-like set. Then L = (K, {1,2}, {f1, f2})
is a p. c. f. self-similar structure. In fact, CL = {|c2|}, CL = {112̇, 21̇} and
PL = {12̇, 2̇, 1̇}. Hence V0 = {c, 0, 1}. Note that self-similar structures are
isomorphic for all c with |c|, |1 − c| ∈ (0,1).
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Of course there are numerous examples of non-p. c. f. self-similar structure.
One easy example is the unit square. (See Exercise 1.3.) Another famous
example is the Sierpinski carpet, which may be thought of as the simplest non-
trivial non-p. c. f. self-similar structure.

Example 1.3.15 (Sierpinski carpet). Let p1 = 0, p2 = 1/2, p3 = 1, p4 =
1 +

√
−1/2, p5 = 1 +

√
−1, p6 = 1/2 +

√
−1, p7 =

√
−1 and p8 =

√
−1/2. Set

fi(z) = (z − pi)/3 + pi for i = 1,2, · · · ,8. The self-similar set K with respect
to {fi}i=1,2,··· ,8 is called the Sierpinski carpet. Let L be the corresponding self-
similar structure. The L is not post critically finite. In fact, CL, CL and PL
are infinite sets. In particular, V0 equals to the boundary of the unit square
[0, 1] × [0, 1].

§1.4 Self-similar measure

In this section, we will introduce an important class of measures on a self-similar
structure, that is, self-similar measures. First we will recall some of fundamental
definitions in measure theory.

(X, M) is called a measurable space if X is a set and M is a σ-algebra
whose elements are subsets of X. A measure µ on a measurable space (X, M)
is a non-negative σ-additive function defined on M.

Definition 1.4.1. Let (X,d) be a metric space and let µ be a measure on a
measurable space (X, M).

(1) The Borel σ-algebra, B(X, d), is the minimal σ-algebra which contains all
open subset of X. An element of B(X, d) is called a Borel set. If no confusion
may occur, we write B(X) instead of B(X, d).

(2) µ is called a Borel measure if M contains B(X).

(3) µ is called a Borel regular measure if it is a Borel measure and, for any
A ∈ M, there exists B ∈ B(X) such that µ(A) = µ(B) and A ⊆ B.

(4) We say that µ is complete if any subset of a null set is measurable, i.e.
B ∈ M if B ⊆ A ∈ M and µ(A) = 0.

(5) µ is called a probability measure if and only if µ(X) = 1.

The following proposition is one of the most important fact about a Borel
regular measures.

Proposition 1.4.2. Let (X,d) be a metric space and let µ be a Borel regular
measure on (X, M). Assume that µ(X) < ∞. Then for any A ∈ M,

µ(A) = inf{µ(U) : U is a open set that contains A}
= sup{µ(F ) : F is a closed set that is contained in A}

Proposition 1.4.3 (Bernoulli measure). Let S be a finite set. If p = (pi)i∈S

satisfies that
∑

i∈S pi = 1 and that 0 < pi < 1 for any i ∈ S, then there
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exists a unique complete Borel regular measure µp on (Σ,Mp), where Σ = S ,
that satisfies µp(Σw) = pw1pw2 · · · pwm for any w = w1w2 · · ·wm ∈ W∗. This
measure µp is called the Bernoulli measure on Σ with weight p.

Remark. In this book, all the measures we will encounter are supposed to be
complete unless otherwise stated.

Also the Bernoulli measure with weight p is characterized as the unique Borel
regular probability measure on Σ that satisfies

µ(A) =
∑

i∈S

piµ(σ−1
i (A))

for any Borel set A ⊂ Σ.

Proposition 1.4.4 (Self-similar measures). Let L = (K, S, {Fi}i∈S) be a
self-similar structure and let π be the natural map from Σ to K associated with
L. If p = (pi)i∈S ∈ R S satisfies

∑
i∈S pi = 1 and 0 < pi < 1 for any i ∈ S, then

we define νp by νp(A) = µp(π−1(A)) for A ∈ N p = {A : A ⊆ K, π−1(A) ∈ Mp}.
Then, νp is a Borel regular measure on (K, N p). νp is called the self-similar
measure on K with weight p.

It is known that νp is the unique Borel regular probability measure on K
that satisfies

ν(A) =
∑

i∈S

piν(F−1
i (A))

for any Borel set A ⊂ K.
By definition, we see that

νp(Kw) ≥ pw1pw2 · · ·pwm (1.4.1)

for any w = w1w2 · · · wm ∈ W∗. Intuitively, it seems that equality holds in
(1.4.1) rather than inequality if the overlapping set CL is small enough. Precisely
we have the following theorem.

Theorem 1.4.5. Let L = (K,S, {Fi}i∈S) be a self-similar structure and let π
be the natural map from Σ to K associated with L. Also let p = (pi)i∈S satisfy∑

i∈S pi = 1 and 0 < pi < 1 for any i ∈ S. Then

νp(Kw) = pw1pw2 · · ·pwm

for any w = w1w2 · · · wm ∈ W∗ if and only if µp(I∞) = 0, where I∞ = {ω ∈
Σ : #(π−1(π(ω))) = +∞}.

Remark. We will show that I∞ ∈ Mp.

Lemma 1.4.6. For any A ∈ Mp, define

A◦ = {ω ∈ Σ : σmω ∈ A for infinitely many m ∈ N .}.

Then A◦ ∈ Mp and µp(A◦) ≥ µp(A). In particular, if A ∈ B(Σ) then A◦ ∈
B(Σ).
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Proof. Set Am = ∪w∈Wmσw(A), where σw = σw1◦· · · σwm for w = w1w2 · · · wm ∈
Wm. Then A◦ = lim supm→∞ Am. Hence A◦ ∈ Mp and by the Fatou’s lemma,
we have µp(A◦) ≥ lim supm→∞ µp(Am). (Note that µp is a finite measure.) On
the other hand, µp(Am) =

∑
w∈Wm

µp(σw(A)) =
∑

w∈Wm
pwµp(A) = µp(A),

where pw = pw1pw2 · · ·pwm . Hence it follows that µp(A◦) ≥ µp(A).

Lemma 1.4.7. Define I = {ω ∈ Σ : #(π−1(π(ω))) > 1}. Then I ∈ B(Σ),
I∞ ∈ Mp, I◦ ⊆ I∞ ⊆ I and µp(I◦) = µp(I∞) = µp(I).

Proof. Set Im = ∪w6=v∈Wm(Kw∩Kv). Then Im is closed set and I = ∪m≥1π
−1(Im).

Hence I ∈ B(Σ). Now if ω ∈ I◦, by using inductive argument, we can choose
{mk}k≥1, {nk}k≥1 and {ω(k)}k≥1, {τ (k)}k≥1 ⊂ Σ so that

1 ≤ m1 < n1 < m2 < n2 < · · · < mk < nk < mk+1 < · · · ,

σmkω ∈ I , σmkω 6= τ(k), π(σmkω) = π(τ (k)), ω(k) = ω1ω2 · · ·ωmkτ (k), ω1ω2 · · · ωnk−1 =
ω(k)

1ω
(k)

2 · · · ω(k)
nk−1 and ωnk

6= ω(k)
nk

. This implies that π(ω(k)) = π(ω) and
hence ω ∈ I∞. Thus we have shown that I◦ ⊆ I∞ ⊆ I . By Lemma 1.4.6,
µp(I) ≤ µp(I◦), we can see that µp(I) = µp(I◦). As µp is complete, I∞ ∈ Mp

and µp(I∞) = µp(I).

Proof of Theorem 1.4.5. By the definition of I , we can easily see that µp(I) = 0
if and only if µp(Σw) = νp(Kw) = pw for any w ∈ W∗. This along with
Lemma 1.4.7 implies the theorem.

Remark. It is well-known that µp is ergodic with respect to the shift map σ.
This means that if A ∈ Mp and σ−1(A) = A then µp(A) = 0 or 1. Since
σ−1(I◦) = I◦, µp(I◦) = µp(I∞) = µp(I) = 0 or 1.

Corollary 1.4.8. If π−1(x) is a finite set for any x ∈ K, then νp(Kw) = pw

for all w ∈ W∗.

Since I = ∪w∈W∗σw(CL), µp(CL) > 0 implies µp(I) > 0. Hence by Theo-
rem 1.3.7, we have the following corollary.

Corollary 1.4.9. If νp(Kw) = pw for any w ∈ W∗, then L is minimal.

Although the next theorem does not directly related to self-similar measures,
it tells us a useful fact: two Borel regular measures on a self-similar sets are
comparable if they are comparable on Kw for all w ∈ W∗.

Theorem 1.4.10. Let L = (K, S,{Fi}i∈S) be a self-similar structure. Let µ
and ν be Borel regular measures on (K,M(µ)) and (K,M(ν)) respectively. As-
sume that ν(K) < ∞ and ν(I) = 0. If there exists c > 0 such that µ(Kw) ≤
cν(Kw) for any w ∈ W∗, then µ(A) ≤ cν(A) for any A ∈ M(µ) ∩ M(ν). In
particular, µ(I) = 0.
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Proof. Let U be an open subset of K. Set W (U ) = {w ∈ W∗ : Kw ⊂ U}. For
w, v ∈ W (U), we define w ≥ v if and only if Σw ⊇ Σv. Then ≥ is a partial order
on W (U ). If W+(U ) is the collection of maximal elements in W (U) with respect
to this order, then U = ∪w∈W+(U)Kw and Kw ∩ Kv ⊂ I for w 6= v ∈ W+(U).
Therefore

µ(U) ≤
∑

w∈W+(U)

µ(Kw) ≤ c
∑

w∈W+(U)

ν(Kw) = cν(U).

Now by Proposition 1.4.2, for any A ∈ M(µ) ∩ M(ν), there exists a decreasing
sequence of open sets {Ok}k≥1 such that A ⊆ Ok for any k, µ(∩k≥1Ok) = µ(A)
and ν(∩k≥1Ok) = ν(A). As µ(Ok) ≤ cν(Ok), we have µ(A) ≤ cν(A).

§1.5 Dimension of self-similar sets

In this section, we will introduce the notion of Hausdorff dimension of metric
spaces and show how to calculate a Hausdorff dimension of self-similar sets.

Definition 1.5.1. Let (X, d) be a metric space. For any bounded set A ⊂ X,
we define

Hs
δ(A) = inf{

∑

i≥1

diam(Ei)s : A ⊂ ∪i≥1Ei, diam(Ei) ≤ δ},

where diam(E) is a diameter of a set E defined by diam(E) = supx,y∈E d(x, y).
Also, we define Hs(A) = lim supδ↓0 Hs

δ(A).

It is well-known that Hs become a complete Borel regular measure for any
s > 0. Hs is called the s-dimensional Hausdorff measure of (X, d).

Lemma 1.5.2. Let (X,d) be a metric space. For 0 ≤ s < t,

Ht
δ(E) ≤ δt−sHs

δ(E)

for any E ⊆ X.

Proof. If E ⊆ ∪i≥1Ei and diam(Ei) ≤ δ for any i, then
∑

i≥1

diam(Ei)t ≤
∑

i≥1

diam(Ei)t−sdiam(Ei)s ≤ δt−s
∑

i≥1

diam(Ei)s.

By Lemma 1.5.2, we can see the following proposition.

Proposition 1.5.3. For any E ⊆ X,

sup{s : Hs(E) = ∞} = inf{s : Hs(E) = 0}. (1.5.1)
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Proof. By Lemma 1.5.2, if s < t, then Hs(E) < ∞ implies Ht(E) = 0 and also
Ht(E) > 0 implies Hs(E) = ∞. Now it is easy to see (1.5.1).

Definition 1.5.4 (Hausdorff dimension). The value given by (1.5.1) is called
the Hausdorff dimension of E, which is denoted by dimHE.

Remark. The Hausdorff measures and the Hausdorff dimension depend on a
metric d. In this sense, if one should specify which metric we are looking at, we
would use the notation of dimH(E,d) instead of dimHE.

The following lemma is often useful to calculate a Hausdorff dimension of
a metric space. It is often called ”Frostman’s lemma”. See, for example, Mat-
tila [99]. It is also called the ”mass distribution principle” in Falconer [28].

Lemma 1.5.5. Let (K, d) be a compact metric space. If Hα(K) < ∞ and there
exist positive constants c, l0 and a probability measure µ on Ksuch that

µ(Bl(x)) ≤ clα

for all x ∈ K and any l ∈ (0, l0), then

µ(A) ≤ cHα(A)

for any Borel set A ⊂ K. In particular, 0 < Hα(K) < ∞.

Remark. According to the discussion of Moran [107], the converse of the above
lemma is true : If 0 < Hα(K) < ∞, then there exists a probability measure µ
on K such that, for some c > 0,

µ(Bl(x)) ≤ clα

for all x ∈ K and l > 0. Moran proved this fact if K was a compact subset of
Eudlidean space. His argument, however, can be easily extended to this case.

Proof. For U ⊂ K and x ∈ U , note that U ⊂ Bdiam(U)(x). Hence, if A ⊆ ∪iUi,
then

µ(A) ≤
∑

i

µ(Bdiam(Ui)(xi)) ≤ c
∑

i

diam(Ui)α,

where xi ∈ Ui. Therefore µ(A) ≤ cHα
l (A). Letting l → 0, it follows that

µ(A) ≤ cHα(A).

Now let (K, {1,2, · · · ,N},{Fi}1≤i≤N} be a self-similar structure and let d be
a metric on K which is compatible with the original topology of K. In general,
it is not easy to evaluate the Hausdorff dimension dimH(K,d). Moran [107]
introduced what is now called ”the open set condition”, which ensures that the
intersections Ki∩Kj for i 6= j ∈ {1, 2, · · · ,N} are ”small”. Under this condition,
he gave a formula for the Hausdorff dimension of K when K is a subset of R k,
d is the Euclidean metric on R k and Fi are similitudes with respect to d. See
Proposition 1.5.8 and Corollary 1.5.9 for the Moran’s result. His result is useful
to calculate Hausdorff dimensions of many well-known examples of self-similar
sets. See Exercise 1.9.
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Remark. It was well before the notion of ”fractal” when Moran published his
paper [107]. Of course, he didn’t use the terminology ”self-similar set” but he
had exactly the same notion of self-similar sets as we have today. Hutchinson [57]
rediscovered Moran’s result about 40 years later and introduced the name ”open
set condition”.

Unfortunately we can apply Moran’s result only when K is a subset of R k,
d is the Euclidean metric on R k and Fi are similitudes with respect to d. Later,
a metric called an effective resistance metric, which satisfies none of those re-
quirements, will become important from the analytical point of view. Here, we
will introduce an extended version of Moran’s theorem (Theorem 1.5.7) that
can be applied in more general situations.

Definition 1.5.6. For r = (r1, r2, · · · , rN ) where 0 < ri < 1 and for 0 < a < 1,

Λ(r, a) = {w : w = w1w2 · · ·wm ∈ W∗, rw1w2···wm−1 > a ≥ rw},

where rv = rv1rv2 · · · rvk for v = v1v2 · · · vk ∈ Wk

Remark. Λ(r, a) becomes a partition of Σ.

The following is our main theorem. This theorem was introduced in Kigami [68].
The essential ideas are, however, essentially the same as in Moran [107].

Theorem 1.5.7. Assume that there exist r = (r1, r2, · · · , rN ) where 0 < ri < 1
and positive constants c1, c2, c∗ and M such that

diam(Kw) ≤ c1rw (1.5.2)

for all w ∈ W∗ and

#{w : w ∈ Λ(r, a), d(x, Kw) ≤ c2a} ≤ M (1.5.3)

for any x ∈ K and any a ∈ (0, c∗), where d(x, Kw) = infy∈Kw d(x, y). Then
there exist constants c3, c4 > 0 such that for all A ∈ B(K, d),

c3ν(A) ≤ Hα(A) ≤ c4ν(A), (1.5.4)

where ν is a self-similar measure on K with weight (ri
α)1≤i≤N and α is the

unique positive number that satisfies

N∑

i=1

ri
α = 1. (1.5.5)

In particular, 0 < Hα(K) < ∞ and dimH(K,d) = α.

Remark. Under the assumption (1.5.3), it is easy to see that #(π−1(x)) ≤ M
for any x ∈ K. Hence by Corollary 1.4.8,

ν(Kw) = rw
α

for any w ∈ W∗. Also ν(I) = 0.
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Proof. We write Λa = Λ(r, a). First we will show that Hα(Kw) ≤ (c1)αν(Kw)
for all w ∈ W∗. For w = w1w2 · · · wm ∈ W∗, we define Λa(w) = {v = v1v2 · · · vk :
wv ∈ Λa}, where wv = w1w2 · · · wmv1v2 · · · vk. Then we can see that Λa(w) is
a partition for sufficiently small a. Hence

rw
α =

∑

v∈Λa(w)

rwv
α. (1.5.6)

By (1.5.2), it follows that diam(Kwv) ≤ c1rwv ≤ c1a for v ∈ Λa(w). Also note
that Kw = ∪v∈Λa(w)Kwv. Then we see that

Hα
c1a(Kw) ≤ c1

α
∑

v∈Λa(w)

rwv
α = (c1rw)α.

Letting a → 0, we obtain

Hα(Kw) ≤ (c1)αrw
α = (c1)αν(Kw).

Next we show that ν(Kw) ≤ Mc2
−αHα(Kw). Let µ be the Bernoulli measure

on Σ with weight (ri
α)1≤i≤N . For every x ∈ K,

π−1(Bc2a(x)) ⊂
⋃

w∈Λa,x

Σw,

where Λa,x = {w : w ∈ Λa, d(x,Kw) ≤ c2a}. Hence it follows that

ν(Bc2a(x)) ≤
∑

w∈Λa,x

µ(Σw).

Since µ(Σw) = rα
w ≤ aα and #(Λa,x) ≤ M by (1.5.3), we have

ν(Bc2a(x)) ≤ Mc2
−α(c2a)α.

Lemma 1.5.5 implies that

ν(A) ≤ Mc2
−αHα(A).

for any A ∈ B(K, d). Hence there exist c3, c4 > 0 such that

c3ν(Kw) ≤ Hα(Kw) ≤ c4ν(Kw)

By Theorem 1.4.10, we can verify (1.5.4).

In the rest of this section, we show that the open set condition implies (1.5.2)
and (1.5.3) of Theorem 1.5.7.

Proposition 1.5.8. Suppose K is a subset of R k, d is the Euclidean metric of
R k and Fi : R k → R k is an ri-similitude for i = 1, 2, · · · , N with respect to
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d. If the open set condition holds: there exists an bounded non-empty open set
O ⊂ R k such that

N⋃

i=1

Fi(O) ⊂ O and Fi(O) ∩ Fj(O) = ∅ for i 6= j,

then there exist constants c1, c2, M > 0 such that

diam(Kw) ≤ c1rw

for all w ∈ W∗ and

#{w : w ∈ Λ(r, a), d(x, Kw) ≤ c2a} ≤ M

for all 0 < a < 1 and x ∈ K.

Proof. We can see that Kw ⊂ Ow for any w ∈ W∗, where Ow = Fw(O). (By
Exercise 1.2, it follows that O ⊇ K.) Without loss of generality, we may assume
that diam(O) ≤ 1. Then, for all w ∈ W∗, diam(Kw) ≤ diam(Ow) ≤ rw.
Let m be the k-dimensional Lebesgue measure and let Λa,x = {w : w ∈
Λ(r, a), d(x, Kw) ≤ a}. Then ∪w∈Λa,xOw ⊂ B2a(x). Since Ow are mutu-
ally disjoint, we have

∑
w∈Λa,x

m (Ow) ≤ m (B2a(x)). Hence it follows that
#(Λa,x)rw

km (O) ≤ 2kCak, where C = m (unit ball). Since rw ≥ aR where
R = min{r1, r2, · · · , rN}, we see that #(Λa,x) ≤ 2kCR−km (O)−1.

Corollary 1.5.9 (Moran’s theorem). If K satisfies the open set condition,
then dimH(K,d) = α, where α is given by (1.5.5) with ri = Lip(Fi).

§1.6 Connectivity of self-similar sets

Let (K,S, {Fi}i∈S) be a self-similar structure. In this section we will give a
simple condition for connectivity of K and also show that K is connected if and
only if it is arcwise connected. For a reminder, the definition of connectivity is
as follows.

Definition 1.6.1. Let (X,d) be a metric space.

(1) (X, d) is said to be connected if and only if any closed and open subset of X
is X or the empty set. Also a subset A of X is said to be connected if and only
if the metric space (A, d|A) is connected.

(2) A subset A of X is said to be arcwise connected if and only if there exists
a path between x and y for any x, y ∈ A: there exists a continuous map p :
[0, 1] → A such that p(0) = x and p(1) = y.

Of course, arcwise connectivity implies connectivity, but the converse is not
true in general. Now we come to the main theorem of this section.

Theorem 1.6.2. The followings are equivalent.
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(1) For any i, j ∈ S, there exists {ik}k=0,1,··· ,n ⊆ S such that i0 = i, in = j and
Kik ∩ Kik+1 6= ∅ for any k = 0, 1, · · · , n − 1.

(2) K is arcwise connected.

(3) K is connected.

Proof. Obviously (2) ⇒ (3). So let us show (3) ⇒ (1). Choose i ∈ S and define
A ⊆ S by

A = {j ∈ S : there exists {ik}k=0,1,··· ,n ⊆ S such that
i0 = i, in = j and Kik ∩ Kik+1 6= ∅ for any k = 0,1, · · · , n − 1}

If U = ∪j∈AKj and V = ∪j /∈AKj, then U ∩ V = ∅ and U ∪ V = K. Also both
U and V are closed sets because Ki is closed and A is a finite set. Hence U is
an open and closed set. Hence U = K or U = ∅. Obviously Ki ⊆ U and hence
U = K. Therefore V = ∅ and hence A = S.

To prove (1) ⇒ (2), we need the following lemma.

Lemma 1.6.3. For a map u : [0, 1] → K and for t ∈ [0, 1], we define

D(u, t) = sup{lim sup
n→∞

d(u(tn), u(sn)) : lim
n→∞

tn = lim
n→∞

sn = t}

If fn : [0, 1] → K is uniformly convergent to f : [0, 1] → K as n → ∞ and
limn→∞ D(fn, s) = 0, then f is continuous at s.

Proof of Lemma 1.6.3. Let d be a metric on K that is compatible with the
original topology of K. If tn → s and sn → s as n → ∞, then

d(f(tn), f(sn)) ≤ d(f(tn), fm(tn)) + d(fm(tn), fm(sn)) + d(fm(sn), f(sn)).

Set rm = sup{d(fm(t), f(t)) : 0 ≤ t ≤ 1}. Then the above inequality implies
D(f, s) ≤ 2rm + D(fm, s). Now letting m → ∞, we can see that D(f, s) = 0.
Hence f is continuous at s.

Now we return to the proof of (1) ⇒ (2).
Define

P = {f : K2 × [0,1] → K : f(p, q, 0) = p and f(p, q,1) = q for any (p, q) ∈ K2}.

Also for f, g ∈ P , set

dP (f, g) = sup{d(f(p, q, t), g(p, q, t)) : (p, q, t) ∈ K2 × [0, 1]}.

Then (P, dp) is a complete metric space. By (1), for any (p, q) ∈ K2, we
can choose n(p, q), {ik(p, q)}0≤k≤n(p,q)−1 ⊆ S and {xk(p, q)}0≤k≤n(p,q) ⊆ K
so that x0(p, q) = p, xn(p,q)(p, q) = q and xk(p, q), xk+1(p, q) ∈ Kik(p,q) for
k = 0, · · · , n(p, q) − 1. For f ∈ P , define Gf ∈ P by, for k

n(p,q) ≤ t ≤ k+1
n(p,q) ,

(Gf)(p, q, t) = Fik(p,q)(f(yk(p, q), zk(p, q), n(p, q)t − k)),
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where yk(p, q) = F−1
ik(p,q)(xk(p, q)) and zk(p, q) = F−1

ik(p,q)(xk+1(p, q)). Then it
follows that dP (Gmf,Gmg) ≤ rm, where rm = maxw∈Wm diam(Kw). Since
rm → 0 as m → ∞, we see that there exists f∗ ∈ P such that Gmf → f∗ as
m → ∞ in P . Also set D(f) = sup{D(f(p,q), t) : (p, q, t) ∈ K2×[0, 1]} for f ∈ P ,
where f(p,q)(t) = f(p, q, t). Then D(Gmf) ≤ rmD(f). Hence by Lemma 1.6.3,
f∗(p, q, t) is continuous with respect to t. As f∗(p, q, t) is a continuous path
between p and q, we see that K is arcwise connected.

Corollary 1.6.4. If (K,S, {Fi}i∈S) is post critically finite, then K is connected
if and only if, for any p, q ∈ V1, there exist {pi}0≤i≤m ⊂ V1 and {ki}0≤i≤m−1 ⊆
S such that p0 = p, pm = q and pi, pi+1 ∈ Fki(V0) for i = 0, · · · , m − 1.

In the rest of this section, we show a proposition which will be used in the
following sections.

Proposition 1.6.5. Let (K, S, {Fi}i∈S) be a connected post critically finite self-
similar structure. Let p be the fixed point of Fi. If J is a connected component
of K\{p}, then J ∩ V0 6= ∅. In particular, the number of connected components
of K\{p} is finite. Moreover, let {Jj}j=1,··· ,m be the collection of all connected
components of K\{p}. Then there exists a permutation of {1, · · · ,m}, ρ, such
that Fi(Jk) = Jρ(k) ∩ Ki.

Proof. Suppose that U1, · · · , Ul are connected components of K\{p}. Then,
we may choose n so that Uj is not contained in Fi

n(K) for all j = 1, · · · , l.
By Proposition 1.3.5-(2), Uj ∩ Fi

n(V0) 6= ∅ for any j = 1, · · · , l. Therefore
l ≤ #(V0). This implies that the number of connected components of K\{p} is
finite.

Now, let J1, · · · , Jm be the collection of all connected components of K\{p}.
Note that Fi(Jj) is connected and ∪m

j=1Fi(Jj) = Ki\{p}. Therefore, there exits
ρ(j) such that Fi(Jj) ⊂ Jρ(j). Since Jk ∩ Ki 6= ∅ for any k, we may find j that
satisfies Jj ∩Fi

−1(Jk) 6= ∅. This implies that ρ is a permutation of {1, 2, · · · , m}.
As Ki\{p} = ∪m

j=1(Ki ∩ Ji), we see that Ki ∩ Jρ(j) = Fi(Jj) for any j.
Next choose n so that Jj is not contained in Fi

n(K) for any j. Then, it
follows that Jρn(k)∩Fi

n(V0) 6= ∅ for any k. Since Jρn(k)∩Fi
n(V0) = Fi

n(V0∩Jk),
we see that Jk ∩ V0 6= ∅ for any k.

Next proposition also concerns a connected p. c. f. self-similar structure. It
gives an sufficient condition for K\V0 being connected.

Proposition 1.6.6. Let (K, S, {Fi}i∈S) be a connected post critically finite self-
similar structure. Assume that, for any p, q ∈ V0, there exists a homeomorphism
g : K → K such that g(V0) = V0 and g(p) = q. Then K\V0 is connected.

If a connected p. c. f. self-similar structure satisfies the assumption of the
above proposition, we say that the self-similar structure is weakly symmetric.

To prove the above proposition, we need the following lemmas.

Lemma 1.6.7. Assume the conditions in Proposition 1.6.6. Let J be a con-
nected component of K\V0. Then #(J ∩ V0) ≥ 2.
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Proof. Suppose that there exists a connected component of K\V0 satisfying
#(J ∩V0) = 1. Let p0 be the unique p0 ∈ V0 with p0 ∈ J . Then by applying gxy

for x 6= y ∈ V0, we see that, for any p ∈ V0, there exists a connected component
of Jp of K\V0 such that Jp ∩ V0 = {p}. Then it follows that Jp is a connected
component of K\{p}.

Now, since L is post critically finite, there exits p ∈ V0 such that p is a fixed
point of Fw for some w ∈ W∗\W0. By exchanging the self-similar structure L
with Lm = (K,Wm, {Fv}v∈Wm), we can use Proposition 1.6.5 and obtain that
Jp ∩ V0 6= ∅. This contradicts to the fact that Jp ∩ V0 = {p}.

Lemma 1.6.8. For p ∈ V0, Define

k(p, V0) = #{C : C is a connected component of K\V0, p ∈ C}

and k(p) = the number of connected components of K\{p}. Then k(p, V0) =
k(p).

Proof. First we show that k(p, V0) is finite. Let {Ci}i≥1 be the connected
components of K\V0 with p ∈ C i. Suppose that Ci 6= Cj if i 6= j. Set
α = min{|p − q| : q ∈ V0, q 6= p}/2. Then by Lemma 1.6.7, there exists
xi ∈ Ci such that |xi − p| = α. Since K is compact, there exists a subsequence
{xik

}k≥1 that converges to some x ∈ K as k → ∞. Note that x /∈ V0. Therefore,
Kl,x = ∪w∈Wl,x∈KwKw is contained in K\V0 for sufficiently large l. Moreover
Kl,x is connected because Kw is connected for any w ∈ W∗. Hence Kl,x is a
subset of a connected component of K\V0. Since Kl,x is a neighborhood of x,
it follows that xik ∈ Kl,x for sufficiently large k. Hence Ci(k) equals to the
connected component of K\V0 containing x for sufficiently large k. This con-
tradicts to the fact that Ci 6= Cj if i 6= j. Thus we have show that k(p, V0) is
finite.

Since L is an affine nested self-similar structure, we see that k(p) and k(p, V0)
is independent of the choice of p ∈ V0. Hence, as in the proof of the last lemma,
we may assume that Fw(p) = p for some w ∈ W∗\W0.

Now, let k = k(p, V0) and let {Ci}i=1,··· ,k be the collection of all the con-
nected components of K\V0 whose closure contains p. Let U = (∪i=1,2,··· ,kCk)∪
{p}. Then U is a neighborhood of p. Hence, if w(n) = w · · · w︸ ︷︷ ︸

n times

, then Kw(n) ⊂ U

for sufficiently large n. Therefore if k′ is the number of connected components
of Kw(n)\{p}, then k′ ≥ k. Since k(p) = k′, we see that k(p) ≥ k(p, V0).

On the other hand, a connected component of K\{p} contains at least one
Ci. Hence k(p) ≤ k(p, V0).

Proof of Proposition 1.6.6. Let J be the collection of connected components of
K\V0. Define V = V0 ∪ J and E = {(p, J) : p ∈ V0, J ∈ J , p ∈ J}. Let
G = (V, E) be the non-directed graph, where V is the set of vertices and E is
the set of edges.

First we show that this graph G does not contain any loop. Suppose that
there exists a loop in G : there exist {pi}i=1,··· ,n ⊂ V0 and {Ji}i=1,2,··· ,n ⊂ J
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such that (pi, Ji), (pi+1, Ji) ∈ E for i = 1, 2, · · · , n, where pn+1 = pn. Then
Ji and Ji+1 are connected components of K\V0 whose closures contain pi. On
the other hand, Ji and Ji+1 are contained in the same connected component of
K\{pi}. This contradicts to Lemma 1.6.8.

Since G does not contain any loop, G is a tree : for any x, y ∈ V , there exists
a unique sequence of edges from x to y. Hence G has an end point. Namely,
there exists x ∈ V such that #{y ∈ V : (x, y) ∈ E or (y, x) ∈ E.} = 1. By
Lemma 1.6.7, we see that x ∈ V0. Hence k(x, V0) = 1. Therefore, k(p, V0) =
k(x, V0) = 1 for any p ∈ V0. On the other hand, if #J ≥ 2, then there exists
p ∈ V0 such that k(p, V0) ≥ 2. Hence we see that #J = 1.

Exercise

Exercise 1.1. Let f : R n → R n be a similitude with a Lipschitz constant r.
Show that there exist a ∈ R n and U ∈ O(n) such that f(x) = rUx + a for all
x ∈ R n.

(Hint: If g(x) = (f(x) − f(0))/r, one can see that |g(x) − g(y)| = |x − y|.
This may imply that the natural inner product of R n is invariant under g. Also
one should show that g is a linear map.)

Exercise 1.2. Let (X, d) be a complete metric space and let fi : X → X be a
contraction for i = 1,2, · · · , N . For A ⊆ X, define F (A) = ∪1≤i≤Nfi(A). Let
K be the self-similar set with respect to {f1, f2, · · · , fN}. Then

(1) Suppose A 6= ∅. Show that A ⊇ F (A) implies A ⊇ K.

(2) Show that for any x ∈ X, Br(x) ⊇ F (Br(x)) for sufficiently large r.

Exercise 1.3. Define Fi(z) = 1
2 (z − pi) + pi for i ∈ {1,2, 3, 4}, where p1 =

0, p2 = 1, p3 = (1 +
√

−1) and p4 =
√

−1. Let K be the self-similar set with re-
spect to {F1, F2, F3, F4}. Prove that V0 coincides with the topological boundary
of K.

Exercise 1.4. Let K = [0,1] and let S = {1, 2, · · · ,N}. Set Fi(x) = aix + bi

for i ∈ S. Assume that 0 < ai < 1 for any i ∈ S and that K = ∪i∈SFi(K).
Prove that (K, S, {Fi}i∈S) is minimal if and only if

∑N
i=1 ai = 1.

Exercise 1.5. Define f1(x) = x/3 and f2(x) = x/3 + 2/3. Let K be the self-
similar set with respect to {f1, f2}. (K is the Cantor’s middle third set.) Set
gi = fi ◦ fi for i = 1,2. Let K ′ be the self-similar set with respect to {g1, g2}.
The natural map from Σ({1,2}) → K (resp. Σ(S) → K ′) is denoted by π (resp.
π′). Note that both π and π′ are homeomorphism. Set f3 = f1 ◦ π′ ◦ π−1.

(1) Show that f3 is a contraction on K.

(2) Let L = (K, {1,2, 3},{f1, f2, f3}). Show that int(CL) 6= ∅ and int(CL) = ∅.

Exercise 1.6. Prove that PL(Λ) = PL for any partition Λ for the self-similar
structures corresponding to Example 1.2.7, 1.2.8, 1.2.9 in the last section.
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Exercise 1.7. Let S = {1, 2,3}. Set ω ∼ τ if and only if {ω, τ} ⊆ {w1212̇, w31̇}
for some w ∈ W∗(S) or ω = τ .

(1) Let K = Σ(S)/∼ with the quotient topology. Also define Fi : K → K by
Fi(x) = π(σi(π−1(x))) for x ∈ K. Then prove that L = (K, S,{Fi}i∈S) is a
self-similar structure.

(2) Let Λ = {1, 21,22, 23,3}. Prove that PL(Λ) is a proper subset of PL.

Exercise 1.8. Let L = (K, S, {Fi}i∈S) is a self-similar structure and let Λ be
a partition of Σ(S). Show that L is post critically finite if and only if L(Λ) is
post critically finite.

Exercise 1.9. Evaluate the Hausdorff dimensions of the self-similar sets intro-
duced in Examples 1.2.6–1.2.9 under Euclidean metrics.
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Chapter 2

Analysis on Limits of
Networks

In this chapter, we will discuss limits of discrete Laplacians (or equivalently
Dirichlet forms) on a increasing sequence of finite sets. The results in this
chapter will play a fundamental role in constructing a Laplacian (or equivalently
a Dirichlet form) on certain self-similar set in the next chapter, where we will
approximate a self-similar set by a increasing sequence of finite sets and then
construct a Laplacian on the self-similar set by taking a limit of Laplacians on
the finite sets.

More precisely, we will define a Dirichlet form and a Laplacian on a finite
set in §2.1. The key idea is that every Dirichlet form on a finite set can be
associated with a electrical network consisting of resistors. From such a point of
view, we will introduce an important notion of effective resistance. In §2.2, we
will study a limit of a “compatible” sequence of Dirichlet forms on increasing
finite sets. Roughly speaking, the word “compatible” means that Dirichlet forms
appearing in the sequence induce the same effective resistance on the union of
the increasing finite sets. In §2.3 and §2.4, we will present further properties of
limits of compatible sequences of Dirichlet forms.

§2.1 Dirichlet forms and Laplacians on a finite
set

In this section, we give fundamental notions of analysis on a finite set, namely,
Dirichlet forms, Laplacians and effective resistance.

Notation. For a set V , we define `(V ) = {f : f : V → R }. If V is a finite set,
`(V ) is thought to be equipped with a standard inner product (·, ·) defined by
(u, v) =

∑
p∈V u(p)v(p) for any u, v ∈ `(V ).

First we give a definition of Dirichlet forms on a finite set V . In §A.4, one
can find a definition of Dirichlet forms for general locally compact metric space.

28



Definition 2.1.1 (Dirichlet forms). Let V be a finite set. A symmetric bi-
linear form on `(V ), E is called a Dirichlet form on V if it satisfies

(DF1) E(u, u) ≥ 0 for any u ∈ `(V ),

(DF2) E(u, u) = 0 if and only if u is a constant on V
and

(DF3) For any u ∈ `(V ), E(u, u) ≥ E(ū, ū), where ū is defined by

ū(p) =





1 if u(p) ≥ 1,
u(p) if 0 < u(p) < 1,
0 if u(p) ≤ 0.

We use DF(V ) to denote the collection of Dirichlet forms on V . Also we define

D̃F(V ) = {E : E is a symmetric bilinear form on `(V ) with (DF1) and (DF2)}.

Condition (DF3) is called the Markov property. Obviously DF(V ) ⊂ D̃F(V ).
This definition is a special case of Definition A.4.2 when X is a finite set V

and the measure µ is the discrete measure on V .

Notation. Let V be a finite set. The characteristic function χU of a subset

U ⊆ V is defined by χU (q) =

{
1 if q ∈ U ,
0 otherwise.

If U = {p} for a point p ∈ V ,

we write χp instead of χ{p}. If H : `(V ) → `(V ) is a linear map, then we set
Hpq = (Hχq)(p) for p, q ∈ V . For f ∈ `(V ), (Hf)(p) =

∑
q∈V Hpqf(q).

Definition 2.1.2 (Laplacians). A symmetric linear operator H : `(V ) →
`(V ) is called a Laplacian on V if it satisfies

(L1) H is non-positive definite,

(L2) Hu = 0 if and only if u is a constant on V ,
and

(L3) Hpq ≥ 0 for all p 6= q ∈ V .
We use L(V ) to denote the collection of Laplacians on V . Also

L̃(V ) = {H : H : `(V ) → `(V ) is symmetric and linear with (L1) and (L2)}.

Obviously L(V ) ⊂ L̃(V ).
There is a natural correspondence between DF(V ) and L(V ). For a symmet-

ric linear operator H : `(V ) → `(V ), we can define a symmetric quadratic form
EH(·, ·) on `(V ) by EH (u, v) = −(u, Hv) for u, v ∈ `(V ). If we write π(H) = EH ,
it is easy to see that π is a bijective mapping between symmetric liner operators
and symmetric quadratic forms.

This correspondence between Dirichlet forms and non-negative symmetric
operators is a special case of the correspondence described in Theorem A.4.4.

29



Proposition 2.1.3. π is a bijective mapping between L̃(V ) and D̃F(V ). More-
over, π(L(V )) = DF(V ).

Proof. It is routine to show π(L̃(V )) = D̃F(V ). To show π(L(V )) = DF(V ),
first note that EH (u, u) = 1

2

∑
p,q∈V Hpq(u(p) − u(q))2. By this expression, it is

easy to see that π(L(V )) ⊆ DF(V ). Now suppose H ∈ L̃(V )\L(V ). So there
exist p 6= q ∈ V with Hpq < 0. We can assume that Hpq = −1 without loss
of generality. Set u(p) = x, u(q) = y and u(a) = z for all a ∈ V \{p, q}. Then
we have EH (u, u) = α(x − z)2 + β(y − z)2 − (x − y)2. As EH is non-negative
definite, α and β should be non-negative. If x = 1, z = 0 and y < 0, then
EH(u, u) = α − 1 + 2y + (β − 1)y2 and EH (ū, ū) = α − 1. If |y| is small, we have
EH(u, u) < EH(ū, ū). Hence EH /∈ DF(V ). This shows that π(H) ∈ DF(V ) if
and only if H ∈ L(V ).

Example 2.1.4. Let V be a set with three elements, say, p1, p2, p3. Set H =


−(1 + ε) 1 ε
1 −2 1
ε 1 −(1 + ε)


. Then EH(u, u) = (x − y)2 + (y − z)2 + ε(x − z)2,

where x = u(p1), y = u(p2) and z = u(p3). Letting X = x − y and Y = y − z,
we have

EH(u, u) = X2 + Y 2 + ε(X + Y )2

= (1 + 2ε)(X2 + Y 2) − ε(X − Y )2

So it is clear that if ε > − 1
2 , then H ∈ L̃(V ) and if ε ≥ 0, then H ∈ L(V ).

If V is a finite set and H is a Laplacian on V , the pair (V,H) is called
a resistance network(an r-network, for short). In fact, we can relate an r-
network to an actual electrical network as follows. For an r-network (V, H), we
will attach a resistor of resistance rpq = Hpq

−1 to the terminals p and q for
p, q ∈ V . Also a plus-side of a battery is connected to every terminal p while
its minus-side is grounded so that we can put any electrical potential on each
terminal. For a given electric potential v ∈ `(V ), the current ipq between p and
q is given by ipq = Hpq(v(p) − v(q)). So the total current i(p) from a terminal
p to the ground is obtained by i(p) = (Hv)(p).

Let (V, H) be an r-network and let U be a proper subset of V . We next
discuss what is the proper way of restricting H onto U from analytical point of
view.

Lemma 2.1.5. Let V be a finite set and let U be a proper subset of V . For
H ∈ L̃(V ), we define TU : `(U) → `(U ), JU : `(U ) → `(V \U) and XU :
`(V \U ) → `(V \U ) by

H =
(

TU
tJU

JU XU

)
,

where tJU is the transpose matrix of JU . (When no confusion may occur, we
use T, J and X instead of TU , JU and XU .) Then, X = XU is negative definite
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and

EH(u, u) = EX(u1 + X−1Ju0, u1 + X−1Ju0) + ET −tJX−1J(u0, u0), (2.1.1)

where u0 = u|U and u1 = u|V \U for u ∈ `(V ).

Proof. For v ∈ `(V \U), define ṽ by ṽ|U = 0 and ṽ|V \U = v. Then EX(v, v) =
EH(ṽ, ṽ) ≥ 0. By (L2), we see that if EX(v, v) = 0 then ṽ should be a constant
on V . This implies v = 0. Hence EX is positive definite. By the definition of EX ,
X is negative definite. Now (2.1.1) can be obtained by an easy calculation.

Theorem 2.1.6. Assume the same situation as in Lemma 2.1.5. For given
u ∈ `(U), define h(u) ∈ `(V ) by h(u)|U = u and h(u)|V \U = −X−1Ju. Then
h(u) is the unique element that attains minv∈`(V ),v|U=u EH(v, v). Also define
PV,U (H) = T − tJX−1J . Then, PV,U : L̃(V ) → L̃(U ) and

EPV,U (H)(u, u) = EH (h(u), h(u)) = min
v∈`(V ),v|U=u

EH(v, v) (2.1.2)

Moreover, if H ∈ L(V ), then PV,U (H) ∈ L(U ).

Proof. By (2.1.1), minv∈`(V ),v|U=u EH(v, v) is attained if and only if v|V \U +
X−1Ju = 0. Hence we have the first part of the theorem.

Next we show that PV,U (H) = T −tJX−1J ∈ L̃(V ). By (2.1.1), we can verify
(2.1.2). Hence, EPV,U (H) is non-negative definite. By (2.1.2), EPV,U (H)(u, u) = 0
implies that h(u) is a constant on V and therefore u is a constant on U . Thus
we can show that PV,U (H) ∈ L̃(U ).

Finally, if H ∈ L(V ), we have EPV,U (H)(u, u) = EH(h(u), h(u)) ≥ EH (h(u), h(u)).
As h(u)|U = ū, we obtain EH (h(u), h(u)) ≥ EPV,U (H)(ū, ū). Hence EPV,U (H) has
the Markov property. By Proposition 2.1.3, PV,U (H) ∈ L(U).

The linear operator PV,U (H) is thought of as the proper restriction of H
onto U for the viewpoint of electrical circuits. In fact, V and PV,U give exactly
the same effective resistance (which will be defined in Definition 2.1.9) on U .
When no confusion may occur, we write [H ]U in place of PV,U (H).

Remark. In general, PV,U is not injective. For example, set V = {p1, p2, p3} and

U = {p1, p2}. If Hε =




−(1 + ε) 1 ε
1 −1 0
ε 0 −ε


 for ε > 0, then Hε ∈ L(V ) and

[Hε]U =
(

−1 1
1 −1

)

Note that h(u) is the unique solution of (Hv)|V \U = 0 and v|U = u. There-
fore if we think U as a boundary of V , h(u) may be called the harmonic function
with a boundary value u ∈ `(U). For a Laplacian H on V , we have the following
maximum principle for harmonic functions.
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Proposition 2.1.7 (Maximum Principle). Let V be a finite set and let H ∈
L(V ). Also let U be a subset of V . For p ∈ V \U , set

Up = {q ∈ U : There exist p1, p2, · · · , pm ∈ V \U with p1 = p

such that Hpipi+1 > 0 for i = 1, 2, · · · , m − 1 and Hpmq > 0.}.

Then if (Hu)|V \U = 0,

min
q∈Up

u(q) ≤ u(p) ≤ max
q∈Up

u(q)

for any p ∈ V \U . Moreover, u(p) = maxq∈Up u(q) (or u(p) = minq∈Up u(q)) if
and only if u is constant on Up.

Proof. For p ∈ V , set Np = {q : Hpq > 0}. Also define

Wp = {q ∈ V \U : There exist p1, p2, · · · , pm ∈ V \U with p1 = p and pm = q

such that Hpipi+1 > 0 for i = 1,2, · · · ,m − 1.}

and Vp = Wp ∪ Up. First assume u(p∗) = maxq∈Vp u(q) for p∗ ∈ Wp. Then
Np∗ ⊆ Vp and (Hu)(p∗) =

∑
q∈Np∗

Hp∗q(u(q) − u(p∗)) = 0. Since Hp∗q > 0 and
u(q)−u(p∗) ≤ 0 for any q ∈ Np∗ , we have u(q) = u(p∗) for all q ∈ Np∗. Iterating
this argument, we see that u is constant on Vp. Using the same discussion, it
follows that if there exists p∗ ∈ Wp such that u(p∗) = minq∈Vp u(q), then u is
constant on Vp. Hence,

min
q∈Up

u(q) = min
q∈Vp

u(q) ≤ u(p) ≤ max
q∈Vp

u(q) = max
q∈Up

u(q).

The rest of the statement is now obvious.

The following corollary of the maximum principle is called the Harnack in-
equality.

Corollary 2.1.8 (Harnack inequality). Let V be a finite set and let H ∈
L(V ). Also let U be a subset of V . Assume that A ⊆ V \U and that Vp = Vq for
any p, q ∈ A. Then there exists a positive constant c such that

max
p∈A

u(p) ≤ c min
p∈A

u(p)

for any non-negative u ∈ `(V ) with (Hu)|V \U = 0. The above inequality is
called the Harnack inequality.

Proof. Let V ′ = Vp for some p ∈ A. (Note that V ′ is independent of a choice
of p ∈ A.) Set A = {u : (Hu)V \U = 0, minp∈V u(p) ≥ 0,maxp∈V ′ u(p) = 1}. By
Proposition2.1.7, we see that minp∈A u(p) > 0 for u ∈ A. If A0 = {u|V ′ : u ∈
A}, then A0 is a compact subset of `(V ′). Therefore, c = inf{minp∈A u(p) : u ∈
A0} > 0. By the definition of A0, it follows that c = inf{minp∈A u(p) : u ∈ A}.
This immediately implies the Harnack inequality.
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Next, we define effective resistances associated with a Laplacian or, equiva-
lently, a Dirichlet form. From the viewpoint of electrical circuits, the effective
resistance between two terminals is an actual resistance considering all the re-
sistors in the circuit.

Definition 2.1.9 (effective resistance). Let V be a finite set and let H ∈
L̃(V ). For p 6= q ∈ V , we define

RH (p, q) =
(
min{EH (u, u) : u ∈ `(V ), u(p) = 1, u(q) = 0}

)−1 (2.1.3)

Also we define RH(p, p) = 0 for all p ∈ V . RH(p, q) is called the effective
resistance between p and q with respect to H .

By Theorem 2.1.6, if U = {p, q}, then it follows that

[H]U =
1

RH (p, q)

(
−1 1
1 −1

)
. (2.1.4)

Definition 2.1.10. Let Vi be a finite set and let Hi ∈ L̃(Vi) for i = 1,2. We
write (V1,H1) ≤ (V2,H2) if and only if V1 ⊆ V2 and PV2,V1(H2) = H1.

The next proposition is obvious by the above definitions.

Proposition 2.1.11. Let Vi be a finite set and let Hi ∈ L̃(Vi) for i = 1, 2. If
(V1,H1) ≤ (V2,H2), then RH1(p, q) = RH2(p, q) for any p, q ∈ V1.

In fact, the converse of the above proposition is also true if both H1 and H2
satisfies (L3). This fact is a corollary of the following theorem, which says that
a Laplacian is completely determined by associated effective resistances.

Theorem 2.1.12. Let V be a finite set. Suppose H1, H2 ∈ L(V ). Then H1 =
H2 if and only if RH1(p, q) = RH2(p, q) for any p, q ∈ V .

Proof. We need to show the “if” part. We use an induction on #(V ). When
#(V ) = 2, the theorem follows immediately by (2.1.4). Now suppose the state-
ment holds if #(V ) < n. Let V = {p1, p2, · · · , pn}. We write hij = (H1)pipj

and Hij = (H2)pipj . Also let Vi = V \{pi} and let

Di
k = T i

k − tJ i
k(Xi

k)−1J i
k

for k = 1,2, where T i
k : `(Vi) → `(Vi), J i

k : `(Vi) → `({pi}) and Xi
k : `({pi}) →

`({pi}) are defined by

Hk =
(

T i
k

tJ i
k

J i
k Xi

k

)
.

As (Vi, D
i
k) ≤ (V,Hk), we have RDi

1
(p, q) = RDi

2
(p, q) for all p, q ∈ Vi. By the

induction hypothesis, Di
1 = Di

2. Now define Di = Di
1 = Di

2 and di
kl = (Di)pkpl .
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Calculating directly and then using the fact that hik = hki and Hik = Hki, we
obtain

di
kl = hkl − hikhil/hii = Hkl − HikHil/Hii.

In particular,

di
kk = hkk − h2

ik/hii = Hkk − H2
ik/Hii. (2.1.5)

Exchanging k and i, we can show that dk
ii/di

kk = hii/hkk = Hii/Hkk. Therefore,
there exists t > 0 such that Hii = t hii for i = 1, 2, · · · ,N . Again by (2.1.5), we
have

(hik)2 = hkkhii − di
kkhii

and

(Hik)2 = HkkHii − di
kkHii = t2hkkhii − tdi

kkhii.

As −hkk =
∑

i:i6=k hik and −thkk = −Hkk =
∑

i:i6=k Hik, we have

−hkk =
∑

i:i6=k

√
hkkhii − di

kkhii =
∑

i:i6=k

√
hkkhii − di

kkhii/t.

As a function of t, the right-hand side of the above equation is monotonically
increasing. Hence the above equality holds only for t = 1. Therefore we obtain
H1 = H2.

Corollary 2.1.13. Let Vi be a finite set and let Hi ∈ L(Vi) for i = 1, 2. Then
(V1,H1) ≤ (V2,H2) if and only if RH1(p, q) = RH2(p, q) for any p, q ∈ V .

Remark. It is reasonable to expect that Theorem 2.1.12 remains true even if
we only assume H1, H2 ∈ L̃(V ). However, the above proof cannot be extended
to such a case, because it uses the fact that Hpq ≥ 0. Unfortunately, we don’t
know whether such an extension is true or not.

One reason why effective resistance is important is that it becomes a metric
on V if H ∈ L(V ). This metric called the effective resistance metric will play
a crucial roll in the theory of Laplacians and Dirichlet forms on (post critically
finite) self-similar sets.

Theorem 2.1.14. Let V be a finite set and let H ∈ L(V ). Then RH(·, ·) is
a metric on V . This metric RH is called the effective resistance metric on V
associated with H.

Remark. Not every metric on a finite set V corresponds to an effective resistance
metric with respect to a Laplacian H ∈ L(V ). See Exercise 2.1 and Exercise 2.2.

We need the following well-known formula about electrical network to show
Theorem 2.1.14.
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Lemma 2.1.15 (∆-Y transform). Let U = {p1, p2, p3} and let V = {p0}∪U .
Set Rij = H−1

pipj
for H ∈ L(U ), where we assume that Hpi,pj > 0. Define

R1 =
R12R31

R12 + R23 + R31
, R2 =

R23R12

R12 + R23 + R31
, R3 =

R31R23

R12 + R23 + R31
.

If H ′ ∈ L(V ) is defined by

H ′
pipj

=

{
R−1

j if i = 0,

0 othewise,

for i < j, then [H ′]U = H.

A direct calculation shows this formula.
As we mentioned before, we can associate an actual electrical circuit to a

Laplacian. In the above lemma, the circuit associated with H ∈ L(U) has three
terminals {p1, p2, p3} and the terminals pi and pj are connected by a resistor of
resistance Rij . Let us call this circuit a ∆-circuit, which reflects the triangular
shape of the circuit. At the same time,the circuit associated with H ′ ∈ L(V )
consists of four terminals {p0, p1, p2, p3} and each terminal pi is only connected
to p0 by a resistor of resistance Ri for i = 1, 2,3. p0 is a kind of a focal point
of the circuit. Let us call this circuit a Y-circuit because of it ”upside-down
Y” shape. The ∆-Y transform says that the ∆-circuit and the Y-circuit are
equivalent to each other as electrical networks.

Proof of Theorem 2.1.14. By Definition 2.1.9 and (2.1.4), it follows that RH(p, q) ≥
0 and that RH(p, q) = 0 if and only if p = q. Next we should show the triangle
inequality. We may assume that #(V ) ≥ 3. For U = {p1, p2, p3} ⊂ V , let
H ′ = [H]U . By Proposition 2.1.11, we have RH′(pi, pj) = RH(pi, pj).

First assume that H ′
pmpn

> 0 for any m 6= n. Then the ∆-Y transform shows

RH′(pi, pj) =
Rij(Rik + Rkj)
R12 + R23 + R31

, (2.1.6)

where Rmn = (H ′
pmpn

)−1 and {i, j, k} = {1,2, 3}. Hence we can easily see that

RH(p1, p2) + RH (p2, p3) ≥ RH(p1, p3).

Next, if one of H ′
pmpn

= 0, say H ′
p1p3

= 0, then RH′(p1, p2) = R12, RH ′(p2, p3) =
R23 and RH′(p1, p3) = R12 + R23, where Rij = (H ′

pipj
)−1. So we can verify the

triangle inequality.

RH(·, ·) is not a metric on V for general H ∈ L̃(V ). In fact, if #(V ) > 3,
there exists H /∈ L(V ) such that RH(·, ·) is not a metric on V . (See Exercise 2.4
and Exercise 2.5.) As we will see, however,

√
RH(·, ·) always becomes a metric

on V for all H ∈ L̃(V ).
The following is an alternative expression of the effective resistance.
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Proposition 2.1.16. Let V be a finite set and let H ∈ L̃(V ). Then for any
p, q ∈ V ,

RH(p, q) = max{ |u(p) − u(q)|2

EH(u, u)
: u ∈ `(V ),EH(u, u) 6= 0)} (2.1.7)

Proof. Note that |u(p)−u(q)|2
EH(u,u) = |v(p)−v(q)|2

EH(v,v) if v = αu + β for any α, β ∈ R with
α 6= 0. For given u ∈ `(V ) with u(p) 6= u(q), there exist α and β such that
v(p) = 1 and v(q) = 0 where v = αu + β. Hence the right-hand side of (2.1.7)
equals

max{ 1
EH(v, v)

: v ∈ `(V ), v(p) = 1, v(q) = 0}.

Now by (2.1.3), we can verify (2.1.7).

Applying (2.1.7), we can obtain an inequality between |u(p)−u(q)|, RH(p, q)
and EH(u, u).

Corollary 2.1.17. Let V be a finite set and let H ∈ L̃(V ). For any p, q ∈ V
and any u ∈ `(V ),

|u(p) − u(q)|2 ≤ RH(p, q)EH (u, u) (2.1.8)

This estimate will plays an important role when we will discuss the limit of
a sequence of r-networks in the following sections.

As another application of Proposition 2.1.16, we can easily show that
√

RH(·, ·)
is a metric on V .

Theorem 2.1.18. Let V be a finite set and let H ∈ L̃(V ). Set R
1/2
H (p, q) =√

RH(p, q). Then R
1/2
H (·, ·) is a metric on V .

Proof. We only need to show the triangle inequality. By (2.1.7), we see that

R
1/2
H (p, q) = max{ |u(p) − u(q)|√

EH(u, u)
: u ∈ `(V ),EH (u, u) 6= 0}.

This immediately imply the triangle inequality for R
1/2
H (·, ·).

§2.2 Sequence of discrete Laplacians

In this section, we will discuss the limit of r-networks on a increasing sequence
of finite sets that satisfied certain compatible condition, namely ;

Definition 2.2.1. Let Vm be a finite set and let Hm ∈ L̃(V ) for each m ≥ 0.
{(Vm, Hm)}m≥0 is called a compatible sequence if (Vm, Hm) ≤ (Vm+1, Hm+1) for
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all m ≥ 0. For a compatible sequence S = {(Vm, Hm)}m≥0, set V∗ = ∪m≥0Vm

and define

F(S) = {u : u ∈ `(V∗), lim
m→∞

EHm(u|Vm , u|Vm) < +∞} (2.2.1)

ES(u, v) = lim
m→∞

EHm(u|Vm , v|Vm), (2.2.2)

for u, v ∈ F(S). Also, for p, q ∈ V∗, define the effective resistance associated
with S by

RS(p, q) = RHm(p, q), (2.2.3)

where m is chosen so that p, q ∈ Vm.

In the next chapter, we will approximate a self-similar set by a sequence of
increasing finite sets. Then we will construct Dirichlet forms and Laplacians on
the self-similar set by taking a limit of a compatible sequence of r-networks.

Throughout this section, S = {(Vm, Hm)}m≥0 is assumed to be a compatible
sequence.

Let us regard Vm as a boundary of V∗. Then for any u ∈ `(Vm), we consider
a minimizing problem of ES(·, ·) under the fixed boundary value u as follows.

Lemma 2.2.2. There exists a linear map hm : `(Vm) → F(S) such that hm(u)|Vm =
u and

EHm(u, u) = ES(hm(u), hm(u)) = min
v∈F(S),v|Vm=u

ES(v, v) (2.2.4)

Moreover if v ∈ F(S) with v|Vm = u attains the above minimum then v = hm(u).

Proof. As [Hn]Vm = Hm for n > m, we can apply Theorem 2.1.6 with V =
Vn, U = Vm and H = Hn. Set hn,m = h where h is the linear map `(U ) → `(V )
defined in Theorem 2.1.6. Then define hm(u)|Vn = hn,m(u). For any n > m,
this definition is compatible and hm(u) ∈ `(V∗) is well-defined. By (2.1.2), we
have

EHm(u, u) = EHn(hm(u)|Vn , hm(u)|Vn)

for all n > m. Therefore hm(u) ∈ F(S). Also (2.1.2) implies (2.2.4) immedi-
ately.

Let us fix m. Then hm(u) is also characterized by the unique solution of
{

(Hnvn)|Vn\Vm
= 0 for all n > m,

v|Vm = u,

where v ∈ `(V∗) and vn = v|Vn . So hm(u) may be thought of as a harmonic
function with boundary values u ∈ Vm. If Hm ∈ L(Vm) for all m ≥ 0, we can
show the following maximum principal for harmonic functions.

We will sometimes think `(Vm) as a subset of F(S) by identifying `(Vm)
with hm(`(Vm)) through the injective map hm. By this identification, one can
write EHm(u, u) = ES(u, u) for any u ∈ `(Vm) ⊂ F(S).
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Lemma 2.2.3 (Maximum principle). Assume Hm ∈ L(Vm) for all m ≥ 0.
If v ∈ `(V∗) satisfies (Hnvn)|Vn\Vm

= 0 for all n > m, where vn = v|Vn , then

min
q∈Vm

v(q) ≤ v(p) ≤ max
q∈Vm

v(q)

for any p ∈ V∗.

Proof. This follows immediately by the maximum principle for harmonic func-
tions on a finite set, Proposition 2.1.7.

Next we discuss the effective resistance RS(·, ·). As in the case for finite sets,√
RS(·, ·) becomes a metric on V∗.

Proposition 2.2.4. If R
1/2
S (·, ·) =

√
RS(·, ·), then R

1/2
S is a metric on V∗.

Moreover if Hm ∈ L(Vm) for all m ≥ 0, then RS is a metric on V∗.

Proof. This is an easy corollary of Theorem 2.1.14 and Theorem 2.1.18 along
with Proposition 2.1.11

The following lemma follows immediately from its counterpart, Proposi-
tion 2.1.16.

Lemma 2.2.5. For any p, q ∈ V∗,

RS(p, q) =
(
min{ES(u, u) : u ∈ F(S), u(p) = 1, u(q) = 0}

)−1

= max{ |u(p) − u(q)|2

ES(u, u)
: u ∈ F(S), ES(u, u) > 0}

(2.2.5)

This lemma implies that

|u(p) − u(q)|2 ≤ RS(p, q)ES(u, u) (2.2.6)

for any u ∈ F(S) and p, q ∈ V∗. By (2.2.6), we can see that F(S) ⊂ C(V∗, R
1/2
S ).

For a metric space (X, d), C(X, d) is the collection of real-valued functions on X
that are uniformly continuous on (X, d) and bounded on every bounded subset
of (X, d).

Next we present important results of the limit of compatible sequence. In
the following chapter, the results will be applied in constructing Dirichlet forms
and Laplacians on a self-similar set.

Theorem 2.2.6. (1) F(S) ⊂ C(V∗,R
1/2
S )

(2) ES is a non-negative symmetric form on F(S). Moreover ES(u, u) = 0 if and
only if u is a constant on V∗.

(3) Define an equivalence relation ∼ on F(S) by letting u ∼ v if and only if u−v
is a constant on V∗. Then ES is naturally defined positive definite symmetric
form on F(S)/∼ and (F(S)/∼, ES) is a Hilbert space.

(4) Assume that Hm ∈ L(V ) for all m ≥ 0. If ū is defined as in (DF3) for any
u ∈ F(S), then ū ∈ F(S) and ES(ū, ū) ≤ ES(u, u).
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Proof. Every statement but (3) follows easily from the results and discussions
in this and the previous section. We will use E and F in place of ES and F(S)
respectively. To show (3), first note that E(u, u) = E(v, v) if u ∼ v. Hence E
is a well-defined positive definite symmetric form on F/∼. Choose any p ∈ V∗
and set Fp = {u : u ∈ F , u(p) = 0}. Then (F/∼, E) is naturally isomorphic
to (Fp, E). Hence it suffices to show that (Fp,E) is a Hilbert space. Now let
{vn}n≥0 be a Cauchy sequence in (Fp,E) and let vm

n = hm(vn|Vm). Then by
Lemma 2.2.2

E(vm
k − vm

l , vm
k − vm

l ) ≤ E(vk − vl, vk − vl).

Note that, p ∈ Vm for sufficiently large m. Hence E becomes an inner product
on Fp ∩ `(Vm), where `(Vm) is identified with hm(`(Vm). So there exists vm ∈
Fp ∩ `(Vm) such that vm

n → vm as n → ∞. As vm+1|Vm = vm, there exists
v ∈ `(V∗) such that v|Vm = vm.

On the other hand, let C = supn≥0 E(vn, vn). Then we have E(vm, vm) ≤
supn,m E(vm

n , vm
n ) = C. Hence v ∈ F .

Now, we fix ε > 0. Then, we can choose n so that E(vn − vk, vn − vk) < ε
for all k > n. Also, we can choose m so that

|E(vn − v, vn − v) − E(vm
n − vm, vm

n − vm)| < ε.

Furthermore, we can choose k so that k > n and

|E(vm
n − vm

k , vm
n − vm

k ) − E(vm
n − vm, vm

n − vm)| < ε.

As E(vm
n −vm

k , vm
n −vm

k ) ≤ E(vn−vk, vn−vk) < ε, we have E(vn−v, vn−v) < 3ε.
Thus we have completed the proof of (3).

Finally we show two examples. The first one is related to one of the most
basic examples in probability.

Example 2.2.7 (Simple random walk on Z ). Let Vm = {−m, −m+1, · · · ,0, · · · ,m−
1, m} and let Hm ∈ L(Vm) be defined by (Hm)ij = 1 if |i− j| = 1, (Hm)ij = 0 if
|i − j| > 1. Then S = {(Vm, Hm)}m≥1 is a compatible sequence. We can easily
see that V∗ = Z , RS(i, j) = |i − j| and

ES(u, v) =
∑

i∈

(u(i + 1) − u(i))(v(i + 1) − v(i)).

Also we can see that (ES , F(S) ∩ L2(Z , µ)) becomes a regular Dirichlet form on
L2(Z , µ) for every Borel measure µ on Z that satisfies 0 < µ({i}) < ∞ for all
i ∈ Z . (See Definition A.4.2 for the definition of regular Dirichlet form.)

Define a linear operator ∆µ on L2(Z , µ) by

(∆µu)(i) = µ(i)−1(u(i + 1) + u(i − 1) − 2u(i)).

Then ∆µ is a non-positive self-adjoint operator on L2(Z , µ). Also Dom(∆µ) ⊂
F(S) ∩ L2(Z , µ) and

ES(u, v) = −
∫

u∆µvdµ
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for any u, v ∈ Dom(∆µ). From this fact, ∆µ is identified as the self-adjoin
operator associated with the closed form (ES , F(S) ∩ L2(Z , µ)) on L2(Z , µ).
(See §A.2 about a closed form and an associated self-adjoint operator.)

Now if ν(i) = 1 for all i ∈ Z , then ∆ν is the self-adjoint operator associated
with the simple random walk on Z in the following sense. Let u0 ∈ Dom(∆ν) and
think about the following evolution equation with discrete time n = 0,1, 2, · · · ;

un+1 − un = ∆νu/2.

One can easily see that un = (I + ∆ν/2)nu0 for any n. For i ∈ Z , if u0(i) = 1
and u0(k) = 0 for any k 6= i, then un(j) is the transition probability from i at
time 0 to j at time n under the simple random walk on Z .

Next example is an extreme case where RS becomes a trivial metric on V∗.

Example 2.2.8 (Discrete topology). Let Vm = {1, 2, · · · , m} and let Hm ∈
L(Vm) be defined by (Hm)ij = 2/m for i 6= j. Then S = {(Vm, Hm)}m≥2 is a
compatible sequence. We can easily see that V∗ = N and RS(i, j) = 1 for i 6= j.
This metric RS induces the discrete topology on N . As χi ∈ F(S) for all i ∈ N ,
(ES , F(S)) is a regular Dirichlet form on L2(N , µ) for every Borel measure µ
on N that satisfies 0 < µ({i}) < ∞ for all i ∈ N . See Definition A.4.2 for the
definition of a regular Dirichlet form. In particular, let µ({i}) = 1 for all i ∈ N ,
then L2(N , µ) = `2(N ). We can see that `2(N ) ∩ F(S) = `2(N ) and, for all
u, v ∈ `2(N ),

ES(u, v) = 2
∫

uvdµ.

§2.3 Resistance Form and Resistance Metric

In the previous section, we constructed a quadratic form (ES ,F(S)) and a metric
RS from a compatible sequence of r-networks S = {(Vm, Hm)}m≥0. In this
section, we will give characterizations of the form (ES , F(S)) and the metric RS
and show that there is an one-to-one correspondence between such forms and
metrics.

First we give a characterization of quadratic forms.

Definition 2.3.1 (Resistance form). Let X be a set. A pair (E , F) is called
a resistance form on X if it satisfies the following conditions (RF1) through
(RF5).

(RF1) F is a linear subspace of `(X) containing constants and E is a non-negative
symmetric quadratic form on F . E(u, u) = 0 if and only if u is a constant on
X.

(RF2) Let ∼ be an equivalent relation on F defined by u ∼ v if and only if u− v
is a constant on X . Then (F/∼, E) is a Hilbert space.

(RF3) For any finite subset V ⊂ X and for any v ∈ `(V ), there exists u ∈ F
such that u|V = v.
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(RF4) For any p, q ∈ X,

sup{ |u(p) − u(q)|2

E(u, u)
: u ∈ F , E(u, u) > 0}

is finite. The above supremum is denoted by M(p, q).

(RF5) If u ∈ F , then ū ∈ F and E(ū, ū) ≤ E(u, u), where ū is defined in the
same way as (DF3) in Definition 2.1.1.

We use RF (X) to denote the collection of resistance forms on X. Also we
define

R̃F(X) = {(E ,F) : (E ,F) satisfies the condtions (RF1) through (RF4).}

The condition (RF5) is called the Markov property.
Let V be a finite set. Then (E, `(V )) ∈ R̃F(V ) (or (E , `(V )) ∈ RF(V ))

if and only if E ∈ D̃F(V ) (or E ∈ DF(V ) respectively.) Also immediately
from Theorem 2.2.6, (ES , F(S)) belongs to R̃F(V∗) for any compatible sequence
S = {(Vm,Hm)}m≥0. Moreover, if Hm ∈ L(Vm) for all m, then (ES , F(S))
becomes a resistance form on V∗.

Next we consider a characterization of metrics.

Definition 2.3.2 (Resistance Metric). Let X be a set. A function R : X ×
X → R + is called a resistance metric on X if and only if, for any finite subset
V ⊂ X, there exists HV ∈ L(V ) such that R|V ×V = RHV , where RHV is the
effective resistance with respect to HV . The collection of resistance metrics on
X is denoted by RM(X). Also we define

] RM(X) = {R : X × X → R + : For any finite subset V ⊂ X, there exists

HV ∈ L̃(V ) with R|V ×V = RHV and HV1 = [HV2 ]V1 if V1 ⊆ V2}

Remark. Recall that [HV2 ]V1 = PV2,V1(HV2) by definition. Notice that by Corol-
lary 2.1.13, the condition HV1 = [HV2 ]V1 is satisfied for a resistance metric R.
If we could extend Theorem 2.1.12 to L̃(V ), which is quite likely, then we could
remove the assumption HV1 = [HV2 ]V1 from the definition of ] RM(X).

Since RHV is a metric on V , a resistance metric R is a distance on X. Also,
for R ∈ ] RM(X),

√
R(·, ·) is a distance on X.

Let V be a finite set. Then R ∈ ] RM(V ) (or R ∈ RM(V )) if and only if
R = RH for some H ∈ L̃(V ) (or H ∈ L(V ) respectively). Also it is natural
to expect that RS is a resistance metric. More precisely, we have the following
proposition.
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Proposition 2.3.3. If S = {(Vm, Hm)}m≥0 is a compatible sequence, then
RS ∈ ] RM(V∗). In particular, if Hm ∈ L(V ) for all m, then RS is a resis-
tance metric.

Proof. Let V be a finite subset of V∗. Then V ⊆ Vm for sufficiently large m. If
HV = [Hm]V , then RHV = RS |V ×V . The rest of the conditions are obvious.

There is a natural one-to-one correspondence between resistance forms and
resistance metrics. First we will construct a resistance metric from a resistance
form.

Theorem 2.3.4. If (E, F) ∈ R̃F(X), then

min{E(u, u) : u ∈ F , u(p) = 1, u(q) = 0}

exists for any p, q ∈ X with p 6= q. If we define R(p, q)−1 to be equal to the
minimum value, then R ∈ ] RM(X) and

R(p, q) = max{ |u(p) − u(q)|2

E(u, u)
: u ∈ F , E(u, u) > 0}. (2.3.1)

Moreover, if (E, F) ∈ RF(X), then R ∈ RM(X).

To prove the above theorem, we need the following lemma.

Lemma 2.3.5. If (E ,F) ∈ R̃F(X) and V is a finite subset of X, then there
exists a linear map hV : `(V ) → F such that hV (u)|V = u and

E(hV (u), hV (u)) = min
v∈F,v|V =u

E(v, v). (2.3.2)

Furthermore hV (u) is the unique element that attains the above minimum. Also
set EV (u1, u2) = E(hV (u1), hV (u2)). Then EV ∈ D̃F(V ). Moreover if (E, F) is
a resistance form, then EV ∈ DF(V ).

Proof. For p ∈ V , let Fp = {u : u ∈ F , u|V \{p} = 0}. Then by (RF.3), Fp is not
trivial. By (RF.2), (Fp, E) is a Hilbert space. Define Φp Fp → R by Φp(u) =
u(p). Then by (RF.4) we have, for q ∈ V \{p}, |Φp(u)|2 ≤ M(p, q)E(u, u) for
all u ∈ Fp. Hence Φp is a continuous linear functional on (Fp, E). Therefore
there exists gp ∈ Fp such that for all u ∈ Fp, E(gp, u) = Φp(u) = u(p). As
E(gp, gp) = gp(p) > 0, we can define ψV

p = gp/gp(p).
Now for any u ∈ `(V ), define hV (u) =

∑
p∈V u(p)ψV

p . If v ∈ F with v|V = u,
set ṽ = v − hV (u). Then

E(v, v) = E(ṽ + hV (u), ṽ + hV (u)) = E(ṽ, ṽ) + 2E(ṽ, hV (u)) + E(hV (u), hV (u)).

As E(ṽ, hV (u)) =
∑

p∈V u(p)ṽ(p)/gp(p) = 0, we have

E(v, v) = E(ṽ, ṽ) + E(hV (u), hV (u)) ≥ E(hV (u), hV (u)).

Equality holds only when ṽ is constant on X and so ṽ ≡ 0 on X. It is easy to
see that EV ∈ D̃F(V ). Also the Markov property (RF5) of (E , F) implies the
Markov property (DF3) of EV . Thus we have completed the proof.
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Proof of Theorem 2.3.4. By Lemma 2.3.5,

min{E(u, u) : u ∈ F , u(p) = 1, u(q) = 0}

exists for any p, q ∈ X with p 6= q. Now define HV ∈ L̃(V ) by EV = EHV . If
V1 ⊂ V2, then

E[HV2 ]V1
(u, u) = min

v∈`(V2),v|V1=u
E(hV2(v), hV2(v))

= min
v′∈F ,v′|V1=u

E(v′, v′) = EHV1
(u, u).

Hence [HV2 ]V1 = HV1 . This fact also implies RHV = R|V ×V . Therefore R ∈
] RM(X). If (E ,F) ∈ RF(X), then HV ∈ DF(V ) and hence R ∈ RM(X). The
same argument as the proof of Proposition 2.1.16 implies (2.3.1).

Theorem 2.3.4 says that each (E , F) ∈ R̃F(X) is associated with R ∈
] RM(X). So we can define a map FMX : R̃F (X) → ] RM(X), which is called
the “form to metric” map, by R = FMX((E ,F)). This form to metric map is,
in fact, bijective. Namely, we can construct the inverse of FMX .

Theorem 2.3.6. For R ∈ ] RM(X), there exists a unique (E , F) ∈ R̃F (X) that
satisfies (2.3.1). Moreover if R ∈ RM(X), then (E ,F) ∈ RF (X).

Assuming the above theorem, we can define the “metric to form” map MFX :
] RM(X) → R̃F(X). It is easy to see that MFX is the inverse of FMX .

We will only present the proof of a special case of Theorem 2.3.6, namely
Theorem 2.3.7. Theorem 2.3.6 can proven by using routine and tedious discus-
sions about limiting procedure from the special case.

If R ∈ ] RM(X), R1/2(·, ·) =
√

R(·, ·) is a metric on X. Assume that the
metric space (X,R1/2) is separable. Equivalently, there exists a family of finite
subsets {Vm}m≥0 of X that satisfies Vm ⊂ Vm+1 for m ≥ 0 and V∗ = ∪m≥0Vm

is dense in X. Set Hm = HVm . Then Hm ∈ L̃(Vm) and [Hm+1]Vm = Hm

by definition. Hence (Vm, Hm) ≤ (Vm+1, Hm+1) and so S = {(Vm, Hm)}m≥0

is a compatible sequence. We know that (ES , F(S)) ∈ R̃F (V∗). Also it is
obvious that R = RS on V∗. Now as F(S) ∈ C(V∗, R

1/2
S ), u ∈ F(S) has a

natural extension to a function in C(X, R1/2). We will think F(S) as a subset
of C(X, R1/2) in this way. Then it is easy to see that (ES , F(S)) satisfies (RF1)
and (RF2). This (ES ,F(S)) is the candidate for (E, F) in Theorem 2.3.6. The
problem is to show (RF3) and (2.3.1) for any p, q ∈ X. (We already know that
(2.3.1) holds for p, q ∈ V∗ by Lemma 2.2.5.) We do this in the next theorem.

Theorem 2.3.7. For R ∈ ] RM(X), assume that (X, R1/2) is separable. Let
{Vm}m≥0 be a family of finite subsets of X such that Vm ⊂ Vm+1 for any
m ≥ 0 and that V∗ = ∪m≥0Vm is dense in X. Set S = {(Vm,Hm)}m≥0 where
Hm = HVm. Then (ES ,F(S)) ∈ R̃F (X) and

R(p, q) = max{ |u(p) − u(q)|2

ES(u, u)
: u ∈ F(S), ES(u, u) > 0} (2.3.3)
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for all p, q ∈ X. Moreover, (ES , F(S)) is independent of the choice of {Vm}m≥0.
Also if R ∈ RM(X), then (ES ,F(S)) ∈ RF (X).

Before proving the theorem, we need two lemmas.

Lemma 2.3.8. Let (E , F) ∈ R̃F (X) and let {Vm} be a sequence of finite sub-
sets of X such that Vm ⊂ Vm+1 for m ≥ 0 and that V∗ = ∪m≥0Vm is dense in
(X, R1/2), where R = FMX ((E, F)). If S = {(Vm,Hm)}m≥0 where Hm = HVm ,
then (ES , F(S)) = (E , F).

Remark. In this lemma, again we think F(S) as a subset of C(X,R1/2) because
R = RS on V∗ and F(S) ⊂ C(V∗, R

1/2
S ).

Proof. First we show that F(S) ⊆ F and ES(u, u) = E(u, u) for u ∈ F(S).
Let u ∈ F(S). Set um = hVm(u|Vm), where hVm is defined in Lemma 2.3.5.
As EHm(u|Vm , u|Vm) = E(um, um), we obtain E(um, um) ≤ E(um+1, um+1) ≤
ES(u, u). Now without loss of generality we may assume that u(p) = 0 for some
p ∈ V0. (We can just replace u by u − u(p).) Note that (um − un)|Vn = 0 for
m ≥ n. Then recalling the definition of hV in the proof of Lemma 2.3.5, it
follows that

E(um − un, un) =
∑

p∈Vn

(um(p) − un(p))u(p)/gp(p) = 0

for m ≥ n. Hence E(um − un, um − un) = E(um, um) − E(un, un) → 0 as
m, n → ∞. Therefore {um}m≥0 is a Cauchy sequence in (Fp, E). As (Fp, E) is
complete by (RF2), there exists u∗ ∈ Fp such that E(u∗ − um, u∗ − um) → 0 as
m → ∞. So E(u∗, u∗) = limm→∞ E(um, um) = ES(u, u). For q ∈ V∗, we have

|u∗(q) − um(q)|2 ≤ R(p, q)E(u∗ − um, u∗ − um).

Letting m → ∞, we obtain that u|V∗ = u∗|V∗. As u and u∗ is continuous on X
with respect to R1/2, we can see that u = u∗. Thus we have shown that u ∈ F
and E(u, u) = ES(u, u).

Secondly, for u ∈ F , define um exactly same as before. Then E(um, um) =
minv∈F ,v|Vm=u|Vm

E(v, v) ≤ E(u, u). Hence u ∈ F(S). Now use the discussion
of the latter half of this proof, we can see that ES(u, u) = E(u, u).

Lemma 2.3.9. Let (E, F) ∈ R̃F(Y ). Let (Y ,R
1/2

) be the completion of (Y,R1/2),
where R = FMY ((E, F)). Then for any p, q ∈ Y ,

R(p, q) = max{ |u(p) − u(q)|2

E(u, u)
: u ∈ F , E(u, u) > 0}.

Proof. First we will show that

R(p, q) = sup{|u(p) − u(q)|2

E(u, u)
: u ∈ F , E(u, u) > 0}. (2.3.4)
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We will denote the right-hand side of (2.3.4) by M(p, q). Choose {pn},{qn} ⊂ Y
so that pn → p and qn → q as n → ∞. Note that,

R(pn, qn) = max{ |u(pn) − u(qn)|2

E(u, u)
: u ∈ F ,E(u, u) > 0}. (2.3.5)

Hence, we have |u(pn) − u(qn)|2 ≤ R(pn, qn)E(u, u) for any u ∈ F . Letting
n → ∞, we obtain |u(p) − u(q)|2 ≤ R(p, q)E(u, u). Hence M(p, q) ≤ R(p, q).

Suppose M(p, q) < R(p, q). Then we can choose ε so that for all u ∈ F ,

|u(p) − u(q)| < (
√

R(p, q) − 5ε)
√

E(u, u).

On the other hand, since R(pn, qn) → R(p, q) as n → ∞, using (2.3.5), there
exists {un} such that E(un, un) = 1 and |un(pn)−un(qn)|2 → R(p, q) as n → ∞.
For sufficiently large n, we have

|un(pn) − un(qn)| > (
√

R(p, q) − ε)

and R(pn, pm), R(qn, qm) < ε2 for all m > n. Furthermore we can choose m so
that m > n and

|un(pm) − un(p)| < ε and |un(qm) − un(q)| < ε.

Now we have

|un(pn) − un(qn)| ≤ |un(pn) − un(pm)| + |un(pm) − un(p)| + |un(p) − un(q)| +
|un(q) − un(qm)| + |un(qm) − un(qn)|

≤ |un(pn) − un(pm)| + |un(qn) − un(qm)| + (
√

R(p, q) − 3ε).

Hence |un(pn)−un(pm)| ≥ ε or |un(qn)−un(qm)| ≥ ε. This contradicts the fact
that R(pn, pm),R(qn, qm) < ε2. Therefore we have shown (2.3.4).

Now using the same argument as in the proof of Lemma 2.3.5, it follows that
there exists ψ ∈ F such that ψ(p) = 1 , ψ(q) = 0 and ψ attains the supremum
in (2.3.4).

Proof of Theorem 2.3.7. As we mentioned before, (ES ,F(S)) (recall that we
think F(S) as a subset of C(X,R1/2)) satisfies (RF1) and (RF2). To show
(RF3), set V ′

m = Vm ∪ V for a finite set V ⊂ X. Let H ′
m = HV ′

m
and let

S ′ = {(V ′
m, H ′

m)}. Then for any u ∈ `(V ), there exists v ∈ F(S ′) such that
v|V = u. As (Vm, Hm) ≤ (V ′

m, H ′
m), EHm(v|Vm , v|Vm) ≤ EH′

m
(v|V ′

m
, v|V ′

m
) ≤

ES′(v, v). Hence limm→∞ EHm(v|Vm , v|Vm) ≤ ES′(v, v). Therefore v ∈ F(S).
This shows (RF3).

Next, applying Lemma 2.3.9 for the case that Y = V∗, we obtain (2.3.3)
because X ⊂ Y . This implies (RF4). Thus we have shown (ES ,F(S)) ∈ R̃F (X).
Furthermore, (2.3.3) also implies R = FMX((ES , F(S))).

Let {Um} be a sequence of finite subsets of X that satisfies the same con-
dition as {Vm} and let S1 be the compatible sequence associated with Um.
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Then applying Lemma 2.3.8, we can see that (ES ,F(S)) = (ES1 , F(S1)). Hence
(ES , F(S)) is independent of the choice of {Vm}.

Finally if R ∈ RM(X), then HVm ∈ L(Vm). Hence (ES , F(S)) has the
Markov property.

Using the discussions in this section, we can show another important fact
about resistance forms and resistance metrics. If S = {(Vm, Hm)}m≥0 is a
compatible sequence, then (ES , F(S)) ∈ R̃F(V∗) and RS ∈ ] RM(V∗). The space
V∗ is merely a countable set. So if we would construct analytical objects like
Laplacians or Dirichlet forms from (ES , F(S)), we would end up with an analysis
on a countable set. That is hardly what we want! One way of overcoming
this difficulty is to consider the completion of V∗ with respect to the metric
R

1/2
S . Let (ΩS , R

1/2
S ) be the completion of (V∗,R

1/2
S ). Then (ΩS , R

1/2
S ) could

be an interesting uncountable infinite set. As we mentioned before, F(S) can
be naturally thought of as a subset of C(ΩS , R

1/2
S ). Hence (ES , F(S)) can be

considered as a quadratic form on (ΩS , R
1/2
S ). There is, however, a little delicate

question about this completion procedure. Is the extended RS in ] RM(ΩS)?
Equivalently, do we have (ES , F(S)) ∈ R̃F(X)? This is not an trivial problem.
In fact, this is not true in general. See Exercise 2.7 for a counter example.
Fortunately, if we assume the Markov property, i.e. Hm ∈ L(Vm) for all m ≥ 0,
then it follows that R

1/2
S ∈ RM(ΩS) and (ES , F(S)) ∈ RF(ΩS) by virtue of

the next theorem.

Theorem 2.3.10. Let (E , F) ∈ RF (X). If (X, R) is the completion of (X, R),
where R = FMX((E , F)), then (E, F) ∈ RF(X) and R ∈ RM(X).

Proof. (RF1), (RF2) and (RF5) follow immediately. Also (RF4) is an obvious
consequence of Lemma 2.3.9. Instead of (RF3), we may show the following
(RF3*).

(RF3*) For each finite subset V ⊂ X and for each p ∈ V , there exists u ∈ F
such that u|V = χp, where χp is the characteristic function of the one point set
{p}.

We use an induction on #(V ) to prove (RF3*). If #(V ) = 2, say V = {p, q},
then by Lemma 2.3.9, there exists u ∈ F such that u(p) 6= u(q). If we set
f = (u − u(q))/(u(p) − u(q)), we have f |V = χp.

Next suppose (RF3*) holds for #(V ) < n. Let V = {p1, p2, · · · , pn}, then by
the induction hypothesis, there exists u ∈ F such that u(p1) = 1 and u(pi) = 0
for i ≥ 3.

Case 1 If u(p2) < u(p1), then for some α, β ∈ R , v = αu + β satisfies v(p1) = 1
and v(pj) ≤ 0 for j ≥ 2. Define v̄ as in (DF3) of Definition 2.1.1. Then by the
Markov property (RF5), we have v̄ ∈ F . Obviously v̄|V = χp1 .

Case 2 If u(p2) = u(p1), then choose f ∈ F that satisfies f(p1) > f(p2) and
|f(pi)| < 1/2 for all i = 1,2, · · · , n. For some α,β ∈ R , v = α(u + f) + β has
the same properties as v in Case 1.
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Case 3 If u(p1) < u(p2), then using the same discussion as in Case 1, we can find
v ∈ F that satisfies v|V = χp2 . Thus if f = u − u(p2)v, then f |V = χp1 .

Thus we have shown that (RF3*) holds for #(V ) = n.

§2.4 Dirichlet forms and Laplacians on limits of
networks

In the last section, we have studied relations between a compatible sequence of
r-networks, a resistance form and a resistance metric. In this section, we will
take a first step to establish an “analysis” on limits of networks. In particular,
we are interested in constructing a counterpart of the Laplacian defined as a
differential operator in the classical calculus. By the results in the last section, it
is reasonable to start from a compatible sequence of r-networks S = {(Vm, Hm)}.
(We do not concern how to obtain a compatible sequence of r-networks in this
section.) Then we obtain a resistance form (E, F) and a resistance metric R
by taking a limit of S. Naturally, the resistance form (E ,F) and the resistance
metric R are important elements in our “analysis”. However, those are not
enough. We need to introduce an integration, namely, a measure on the space.
The following is a general result concerning a resistance form, a resistance metric
and a measure.

Theorem 2.4.1. Let R ∈ ] RM(X) and suppose that (X, R1/2) is separable. Set
(E, F) = MFX(R). Also let µ be a σ-finite Borel measure on (X, R1/2). Define

E1(u, v) = E(u, v) +
∫

X

u(x)v(x)µ(dx)

for u, v ∈ L2(X,µ) ∩ F. Then (L2(X, µ) ∩ F , E1) is a Hilbert space. Moreover,
if µ(X) < ∞ and

∫
X R(p, p∗)µ(dp) < ∞ for some p∗ ∈ X, then the identity

map from L2(X,µ) ∩ F with E1-norm to L2(X,µ) with L2-norm is a compact
operator.

Proof. Let {un}n≥0 be a Cauchy sequence in (L2(X, µ) ∩ F , E1) and let vn =
un − un(p) for p ∈ X . Then by (RF.2), there exists v ∈ Fp such that E(vn −
v, vn − v) → 0 as n → ∞. By (RF4), we have

|vn(q) − v(q)|2 ≤ R(p, q)E(vn − v, vn − v). (2.4.1)

Since µ is σ-finite, there exists {Km}m≥0 such that Km ⊂ X is bounded, 0 <
µ(Km) < ∞ and ∪m≥0Km = X. By (2.4.1), we see that vn → v as n → ∞ in
L2(Km, µ|Km). Also {un|Km}n≥0 is a Cauchy sequence in L2(Km, µ|Km). As
un(p) = (un − vn)|Km , there exists c ∈ R such that un(p) → c as n → ∞. If we
let u = v + c, then E(u − un, u − un) → 0 as n → ∞. Also, un|Km → u|Km as
n → ∞ in L2(Km, µ|Km).

On the other hand, {un}n≥0 is a Cauchy sequence in L2(X, µ) and so there
exists u∗ ∈ L2(X, µ) such that un → u∗ as n → ∞ in L2(X,µ). As u∗|Km =
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u|Km in L2(Km, µ|Km), u = u∗ in L2(X,µ). Hence un → u as n → ∞ in
(L2(X, µ) ∩ F , E1).

Now suppose µ(X) < ∞. Let U be a bounded subset of (L2(X, µ) ∩ F ,E1).
If C = supu∈U E1(u, u), then

|u(p) − u(q)|2 ≤ C R(p, q) (2.4.2)

for all u ∈ U and all p, q ∈ X . Let V be a countable dense subset of X. Note
that {u(p)}u∈U is bounded for any p ∈ V by (2.4.2). Hence by standard diagonal
construction, we can find v ∈ `(V ) and {vn} ⊂ U satisfying vn(p) → v(p) as
n → ∞ for all p ∈ V . Using (2.4.2), we see that v satisfies (2.4.2) for p, q ∈ V .
Therefore v extends naturally to a function v ∈ C(X,R1/2) and it satisfies
(2.4.2) for all p, q ∈ X as well. For any p ∈ X, choose {pn} ⊂ V so that pn → p
as n → ∞. Then

|vk(p) − v(p)| ≤ |vk(p) − vk(pn)| + |vk(pn) − v(pn)| + |v(pn) − v(p)|
≤ 2

√
C R(p, pn) + |vk(pn) − v(pn)|.

Hence we see that vn(p) → v(p) as n → ∞ for all p ∈ X. By (RF4),

|(vk(p) − vl(p)) − (vk(p∗) − vl(p∗))|2 ≤ E(vk − vl, vk − vl)R(p, p∗).

As E(vn, vn) ≤ C , the above inequality implies

|vk(p) − vl(p)| ≤
√

4C R(p, p∗) + |vk(p∗) − vl(p∗)|.

Letting l → ∞, we have |vk(p) − v(p)|2 ≤ 4C R(p, p∗) + 1 for large k. Since∫
X R(p, p∗)µ(dp) < ∞, it follows that vk → v in L2(X, µ) as k → ∞ by

Lebesgue’s dominate convergence theorem.

Now, we have collected enough facts to use an abstract theory in functional
analysis. In fact, by Theorem 2.4.1, we can apply the well-developed theory of
closed forms and self-adjoint operators, which is introduced in Appendix §A.2.

Theorem 2.4.2. Let R ∈ ] RM(X) and suppose that (X, R1/2) is separable. Set
(E, F) = MFX (R). Also let µ be a σ-finite Borel measure on (X, R1/2). Also
assume that L2(X, µ) ∩ F is dense in L2(X, µ) with respect to the L2-norm.
Then there exists a non-negative self-adjoint operator H on L2(K,µ) such that
Dom(H1/2) = F and E(u, v) = (H1/2u, H1/2v) for all u, v ∈ F . Moreover if
µ(X) < ∞ and

∫
X R(p, p∗)µ(dp) < ∞ for some p∗ ∈ X , then H has compact

resolvent.

Proof. Set H = L2(X, µ), Q(·, ·) = E and Dom(Q) = F . Then Theorem 2.4.1
along with Theorem A.2.6 immediately imply the required results.

Assume that R ∈ RM(X). Also in addition to the assumptions of The-
orem 2.4.2, we assume that X is a locally compact metric space. Then we
see that (E, F ∩ L2(X,µ)) is a Dirichlet form on L2(X, µ). Moreover if F ∩
L2(X, µ) ∩ C0(X) is dense in C0(X) with respect to the supremum norm, then

48



(E, F ∩ L2(X, µ)) is a regular Dirichlet forms. (See §A.3 for the definition of
Dirichlet forms and C0(X).) In fact, if (E , F) comes from a regular harmonic
structure, which is defined in §3.1, we can verify all the conditions above and
get a Dirichlet forms and a Laplacian immediately from the theorems in this
section. See the next chapter for details.

Form an abstract point of view, the self-adjoint operator −H should be our
Laplacian. However, this abstract construction is too general to study detailed
information on our Laplacian. For example, it is quite difficult to get concrete
expressions of harmonic functions and Green’s function only from this abstract
definition. So, we also need to construct a Laplacian on a self-similar set in a
classical way, namely, as a direct limit of discrete Laplacians. See Chapter 3, in
particular §3.7.

Example 2.4.3. Let K be any closed subset of R . We can always find an in-
creasing sequence of finite sets {Vm}m≥0 that satisfies Vm ⊆ Vm+1 and ∪m≥0Vm =
K. If Vm = {pm,i}nm

i=1 and pm,i < pm,i+1 for all i, then we define Hm ∈ L(Vm)
by

(Hm)pm,ipm,j =

{
|pm,i − pm,j |−1 if |i − j| = 1,
0 otherwise,

for i 6= j. Then {(Vm, Hm)}m≥0 becomes a compatible sequence. Also if R is the
effective resistance defined on ∪m≥0Vm, then R coincides with the restriction of
the Euclidean metric. Let (E , F) be the corresponding resistance form and let
µ be a σ-finite Borel regular measure on K. First note that f |K belongs to F
for any piecewise linear function f on R with supp(f) compact. By this fact,
it follows that F ∩ L2(K, µ) is dense in L2(K, µ) with respect to the L2-norm.
Set F1 = F ∩ L2(K, µ). Then (E ,F1) becomes a local regular Dirichlet form
on L2(K, µ).

This example contains many interesting cases. The most obvious one is
the case where K = R . In this case, F1 coincides with H1(R ), which is the
completion of

{u ∈ C1(R ) :
∫

u′(x)2dx < ∞, supp(f) is compact.}

with respect to the H1-norm || · ||1 defined by

||u||1 =

√∫
(u(x)2 + u′(x)2)dx.

Also E(u, v) =
∫

u′(x)v′(x)dx. If µ is the Lebesgue measure on R , then the non-
negative self-adjoint operator H coincides with the standard −∆ = −d2/dx2.

One of other interesting cases is the Cantor set. Let K be the Cantor set
defined in Example 1.2.6. Let µ be a self-similar measure on K. (See §1.4 for
the definition of self-similar measures.) Then (E, F) becomes a local regular
Dirichlet form on L2(K, µ). By using Theorem 2.4.2, we obtain a non-negative
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self-adjoint operator H. Set ∆µ = −H. Then ∆µ is though of as a Laplacian
on the Cantor set K. In [32, 33], Fujita studied the spectrum of ∆µ and the
asymptotic behavior of the associated (generalized) diffusion process on the
Cantor set.

Exercise

Exercise 2.1. Show that every metric on V coincides with an effective resis-
tance metric associated with a Laplacian H ∈ L(V ) if #(V ) = 3.

Exercise 2.2. Let V = {p1, p2, p3, p4} and let d be a metric on V defined by,
for

d(pi, pj) =





1 if (i, j) 6= (1, 2) and i 6= j,

x if (i, j) = (1, 2),
0 if i = j,

for some x with 0 < x ≤ 2. Show that there exists a Laplacian H ∈ L(V ) such
that RH = d if and only if x ≤ 3/2.

Exercise 2.3. Verify that the ∆-Y transform remains true even if H ∈ L̃(V ).

Exercise 2.4. Show that if #(V ) = 3, H ∈ L(V ) if and only if RH(·, ·) is a
metric on V .

Exercise 2.5. Let V = {p1, p2, p3, p4}. For i 6= j, set

Hpipj =

{
1 if (i, j) 6= (1, 4),
−ε if (i, j) = (1, 4),

where ε > 0. Show that if ε is sufficiently small, H ∈ L̃(V ) and RH(·, ·) becomes
a metric on V .

Exercise 2.6. Let V = {p1, p2, p3}. Define

Hm =




−(1 + m) 1 + 2m −m
1 + 2m −2(1 + 2m) 1 + 2m

−m 1 + 2m −(1 + m)


 .

Show that RHm(pi, pj) converges as m → ∞. Also show that there exists no
H ∈ L̃(V ) such that R = RH , where R(pi, pj) = limm→∞ RHm(pi, pj).

Exercise 2.7. Let X = {a, b} ∪ {pm}m≥1. Define R(a, b) = 2,R(a, pm) =
R(b, pm) = 1+m

1+2m and R(pj , pk) = |k−j|
(1+2k)(1+2j) .

(1) Show that R ∈ ] RM(X).

(2) Let (X, R1/2) be the completion of (X,R1/2). Show that R /∈ ] RM(X).
(Hint: See Exercise 2.6.)
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Chapter 3

Construction of Laplacians
on P.C.F. Self-Similar
Structures

In this chapter, we will construct analysis associated with Laplacians on con-
nected post critically finite self-similar structure. Precisely, in this chapter,
L = (K,S, {Fi}i∈S) is a post critically finite (p. c. f. for short) self-similar
structure and K is assumed to be connected. (Also in this chapter, we always
set S = {1, 2, · · · ,N}.) Recall that a condition for K being connected was given
in §1.6.

The key idea of constructing a Laplacian (or a Dirichlet form) on K is finding
a “self-similar” compatible sequence of r-networks on {Vm}m≥0, where Vm =
Vm(L) defined in Lemma 1.3.10. Note that {Vm}m≥0 is a monotone increasing
sequence of finite sets. We will formulate such a self-similar compatible sequence
in §3.1. Once we get such a sequence, we can use the general theory in the last
chapter and construct a resistance form (E , F) and a resistance metric R on V∗,
where V∗ = ∪m≥0Vm

If the closure of V∗ with respect to the metric R were always identified with
K, then we could apply Theorem 2.4.2 and see that (E , F) is a regular local
Dirichlet form on L2(K,µ) for any self-similar measure µ on K. Consequently
we could immediately obtain a Laplacian associated with the Dirichlet form
(E, F) on L2(K,µ). Unfortunately, as we will see in §3.3, the closure of V∗ with
respect to R is merely a proper subset of K for certain case. In spite of this
difficulty, we will show a condition on a probability measure µ which is sufficient
for (E, F) to be a regular local Dirichlet form on L2(K, µ) in §3.4

As is mentioned in §2.4, there is an abstract way of constructing Laplacian
from a Dirichlet form (E , F) on L2(K, µ). (See §A.2 for details.) However, we
will develop our analysis on a p. c. f. self-similar set K in a classical and explicit
way like the ordinary Laplacian d2/dx2 on the unit interval. In §3.5, Green’s
function will be given in a constructive manner. In the following sections, we
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will study counterparts of classical analysis on Euclidean spaces, for example,
Green’s operator in §3.6 and Gauss-Green’s formula in Theorem 3.7.8. Finally
we will define a Laplacian as a scaling limit of discrete Laplacians on Vm in §3.7.

Throughout this chapter, d is a metric on K which gives the original topology
of K as a compact metric space. Also we write C(K) = C(K,d). Since (K, d) is
compact, C(K) is the collection of all real-valued continuous functions on K.

§3.1 Harmonic structures

In this section, we start constructing Dirichlet forms and Laplacians on K. As is
mentioned above, the basic idea is finding a ”self-similar” compatible sequence
of r-networks on {Vm}m≥0 and taking a limit of it. (Recall that Vm ⊆ Vm+1 by
Lemma 1.3.10.)

For any initial D ∈ L(V0), we can construct a sequence of self-similar Lapla-
cians Hm ∈ L(Vm) as follows.

Definition 3.1.1. If D ∈ L(V0) and r = (r1, r2, · · · , rN ), where ri > 0 for
i ∈ S, we define E (m) ∈ DF(Vm) by

E(m)(u, v) =
∑

w∈Wm

1
rw

ED(u ◦ Fw, v ◦ Fw)

for u, v ∈ `(Vm), where rw = rw1 · · · rwm for w = w1w2 · · ·wm ∈ Wm. Also
Hm ∈ L(Vm) is characterized by E(m) = EHm .

It is easy to see that

E(m+1)(u, v) =
N∑

i=1

1
ri

E (m)(u ◦ Fi, v ◦ Fi) (3.1.1)

for u, v ∈ `(Vm). Also Hm =
∑

w∈Wm

1
rw

tRwDRw, where Rw : `(Vm) → `(V0)
is defined by Rwf = f ◦ Fw for w ∈ Wm. We write Em = E(m) hereafter.

Considering (3.1.1), we may think (Vm, Hm) as a self-similar sequence of
r-networks. If it is also a compatible sequence, then it is possible to construct a
Laplacian on K using the theory in the previous chapter.

Definition 3.1.2 (Harmonic structures). (D, r) is called a harmonic struc-
ture if and only if {(Vm, Hm)}m≥0 becomes a compatible sequence of r-networks.
Also a harmonic structure (D, r) is said to be regular if 0 < ri < 1 for all i ∈ S.

Once we get a harmonic structure, we can use the general framework in
Chapter 2 (in particular, Theorem 2.2.6, Theorem 2.4.1 and Theorem 2.4.2) to
construct a quadratic form (E , F) on V ∗ = ∪m≥0Vm and an associated non-
negative self-adjoint operator H on L2(Ω, µ), where Ω is completion of V∗ under
the resistance metric associated with (E, F) and µ is a given σ-finite Borel
regular measure. This H should be our Laplacian. It seems easy but there
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remains a ”slight” problem : the topology on V∗ given by the resistance metric
may be different from the original topology of K. In such a case, Ω does not
coincides with K. In fact, we will see in the next section that Ω = K if and
only if the harmonic structure is regular.

Another important problem is whether there exists any harmonic structure
on a p. c. f. self-similar structure. By virtue of the self-similar construction of
Hm, we can simplify the condition for harmonic structures as follows.

Proposition 3.1.3. (D, r) is a harmonic structure if and only if (V0,D) ≤
(V1,H1).

Proof. Assume that (Vm−1, Hm−1) ≤ (Vm, Hm). Then, for any u ∈ `(Vm), we
have Em−1(u ◦ Fi, u ◦ Fi) = min{Em(v ◦ Fi, v ◦ Fi) : v ∈ `(Vm+1), v|Vm = u}.
Hence by (3.1.1), we have Em(u, u) = min{Em+1(v, v) : v ∈ `(Vm+1), v|Vm = u}.
Therefore (Vm, Hm) ≤ (Vm+1, Hm+1). So by induction, if (V0,D) ≤ (V1,H1),
then (Vm, Hm) ≤ (Vm+1, Hm+1) for any m ≥ 0. The converse is obvious.

For given r = (r1, r2, · · · , rN ), define Rr : L(V0) → L(V0) by Rr(D) =
[H1]V0 , where H1 ∈ L(V1) is given by Definition 3.1.1. Rr is called a renor-
malization operator on L(V0). By the above proposition, D is a harmonic
structure if and only if D is a fixed point of Rr. Also it is easy to see that
Rλr(αD) = (λ)−1αRr(D) for any α, λ > 0. Hence if D is an eigenvector of Rr,
i. e.Rr(D) = λD, then D is a fixed point of Rλr. So, the existence problem of
harmonic structures is reduced to a fixed point problem (or eigenvalue problem)
for the non-linear homogeneous map Rr. In general, this problem is not easy
and we have not fully understand the situation yet. For example, it is not known
whether there exists at least one harmonic structure on a p.c.f. self-similar set.
The only one general result on existence of a harmonic structure is the theory
of nested fractals by Linstrøm [94]. The nested fractals are highly symmetric
self-similar structures. (See §3.8 for the definition.) We will present slightly
extended version of Lindstrøm’s result on existence of a harmonic structure on
nested fractals in §3.8.

Example 3.1.4 (Interval). Set F1(x) = x/2 and F2(x) = x/2 + 1/2. Then
L = ([0, 1], {1,2}, {F1, F2}) becomes a p. c. f. self-similar structure. We see
that Vm = {i/2m}i=1,2,··· ,2m . Let us define D ∈ L(V0) by

D =
(

−1 1
1 −1

)
.

Then (D, r) becomes a harmonic structure on L if r = (r1, r2) satisfies that
r1 + r2 = 1 and 0 < ri < 1 for i = 1, 2. Also it is easy to see that those are all
the harmonic structures on L.

Example 3.1.5 (Sierpinski gasket). Recall Example 1.2.8 and 1.3.13. The
Sierpinski gasket is a p. c. f self-similar set with V0 = {p1, p2, p3}. Define
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D ∈ L(V0) by

D =




−2 1 1
1 −2 1
1 1 −2


 .

Also set r = (3/5, 3/5,3/5). Then we see that (D, r) is a harmonic structure on
the Sierpinski gasket. (D, r) is called the standard harmonic structure on the
Sierpinski gasket. There are other harmonic structures on the Sierpinski gasket
if we loosen the symmetry. See Exercise 3.1.

Example 3.1.6 (Hata’s tree-like set). Recall Example 1.2.9 and 1.3.14. Let
L be the self-similar structure associated with Hata’s tree-like set. Then V0 =
{c, 0, 1} as in the previous example. Define D ∈ L(V0) by

D =




−h h 0
h −(h + 1) 1
0 1 −1


 .

and define r = (r, 1− r2) for r ∈ (0,1). If rh = 1, then (D, r) becomes a regular
harmonic structure on L.

So far we presented examples of regular harmonic structure. Of course, there
are many example of non-regular harmonic structure.

Example 3.1.7. Set F1(z) = z/2, F2(z) = z/2 + 1/2 and F3(z) =
√

−1z/3 +
1/2. Let K be the self-similar set with respect to {F1, F2, F3} and let L =
(K, {1,2, 3}, {F1, F2, F3}). Then L is a p. c. f. self-similar structure. In fact,

CL = {12̇, 21̇,31̇}, PL = {1̇, 2̇} and V0 = 0, 1. If D =
(

−1 1
1 −1

)
and r =

(r, 1 − r, s) for r ∈ (0, 1) and s > 0, then (D, r) is a harmonic structure on L.
Obviously, (D, r) is not regular for s ≥ 1.

See Exercise 3.2 for a more natural example of non-regular harmonic struc-
tures.

Proposition 3.1.8. For w ∈ W∗, let ẇ denote the periodic sequence in Σ de-
fined by ẇ = www · · · . Let (D, r) be a harmonic structure and let ẇ ∈ P for
w ∈ W∗. Then rw < 1. In particular, there exists i ∈ S such that ri < 1.

Remark. If (K,S,{Fi}i∈S) is a p.c.f. self-similar structure,then the post critical
set P consists of eventually periodic points : for any ω ∈ P , there exist w ∈ W∗
and m ≥ 0 such that σmω = ẇ.

Corollary 3.1.9. Let (D, r) be a harmonic structure. If r1 = · · · = rN , then
ri < 1 for any i ∈ S. In particular, (D, r) is a regular harmonic structure.

To prove Proposition 3.1.8, we need the following lemma.
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Lemma 3.1.10. Let V be a finite set and let H ∈ L(V ). Suppose U ⊆ V and
p ∈ U . If there exists q∗ ∈ V \U such that Hpq∗ 6= 0 , then −hpp < −Hpp, where
(hkl)k,l∈U = [H]U .

Proof. H can be expressed as
(

T tJ
J X

)
, where T : `(U ) → `(U), J : `(U ) →

`(V \U ) and X : `(V \U) → `(V \U). Then [H]U = T − tJX−1J . Now let
ψp = −X−1JχU

p , where χU
p (x) = 1 if x = p and χU

p (x) = 0 if x 6= p on U . It
follows that

hpp = Hpp +
∑

q∈V \U

Hpqψp(q).

As Hpq∗ 6= 0, the maximum principle (Proposition 2.1.7) implies that ψp(q∗) >
0. Therefore

∑
q∈V \U Hpqψp(q) > 0.

Proof of Proposition 3.1.8. First we assume that

#(Fi(V0) ∩ V0) ≤ 1 for all i ∈ S. (3.1.2)

As H1 =
∑N

i=1
1
ri

tRiDRi, we have (H1)pp =
∑

(q,i):q∈V0,Fi(q)=p
1
ri

Dqq. Set
p = π(ẇ), where w = w1w2 · · · wm ∈ W∗ and ẇ ∈ P . As P is a finite set,
π−1(π(ẇ)) = {ẇ}. Hence, {(q, i) : q ∈ V0, Fi(q) = p} = {(π(σẇ), w1)}. There-
fore, (H1)pp = 1

rw1
Dqq, where q = π(σẇ). So, let pi = π(σi−1ẇ) for i =

1, 2, · · · , m + 1, then (H1)pipi = 1
rwi

Dpi+1pi+1 , where we set wm+1 = w1. Now
by (3.1.2), we can apply Lemma 3.1.10 and obtain −Dpi+1pi+1 < −(H1)pi+1pi+1 .
So we have

∏m
i=1 −(H1)pipi < rw

−1 ∏m
i=1 −(H1)pi+1pi+1 . Hence we have rw < 1.

If (3.1.2) is not satisfied, we will replace the original self-similar struc-
ture L = (K, S,{Fi}i∈S) by Lm = (K, Wm, {Fw}w∈Wm). Then by Proposi-
tion 1.3.11, we can see that PL = PLm . Also, it is easy to see that (D, rm),
where rm = (rw)w∈Wm , becomes a harmonic structure on Lm. For sufficiently
large m, Lm satisfies (3.1.2) and hence we can apply the above argument to
the harmonic structure (D, rm). Therefore (rw)m < 1. Thus we obtain that
rw < 1.

Exercise 3.1. Let L be the harmonic structure associated with the Sierpinski
gasket. (See Example 3.1.5.) Set

D =




−2 1 1
1 −(1 + h) h
1 h −(1 + h)


 .

and r = (s, st, st), where h, s and t are positive real numbers. Show that if
we fix h > 0, there exist unique s and t such that (D, r) becomes a harmonic
structure on the Sierpinski gasket. Also prove that (D, r) is a regular harmonic
structure.
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Hint: let R = 1/h. Then calculate the effective resistances for D and H1 by
using the ∆-Y transform (Lemma 2.1.15). Then apply Corollary 2.1.13. You
will find that the condition for (D, r) being a harmonic structure is

s(1 +
(R + t)2

2(tR + t + R)
) = s(t +

t(R + t)
tR + t + R

) = 1.

Exercise 3.2 (modified Sierpinski gasket). Let {p1, p2, p3} be the vertices
of a regular triangle in the complex plane C . Set p4 = (p2 + p3)/2, p5 = (p3 +
p1)/2 and p6 = (p1 + p2)/2. Choose real numbers α and β so that 2α + β = 1
and α > β > 0. We define Fi(z) = α(z − pi) + pi for i = 1, 2,3 and Fi(z) =
β(z−pi)+pi for i = 4, 5, 6. Let K be the self-similar set with respect to {Fi}i∈S ,
where S = {1, 2, · · · , 6}.

(1) Prove that the self-similar structure L associated with K is post critically
finite with V0 = {p1, p2, p3}.

(2) Define D ∈ L(V0) by

D =




−2 1 1
1 −2 1
1 1 −2


 .

Let r = (r, r, r, rs, rs, rs) where r, s > 0. Show that if we fix s, then there
exists an unique r such that (D, r) becomes a harmonic structure on L. Is this
harmonic structure regular?

Hint : use ∆-Y transform and calculate effective resistances as in Exer-
cise 3.1.

§3.2 Harmonic functions

Let (D, r) be a harmonic structure on L = (K,S, {Fi}i∈S), where S = {1, 2, · · · , N}.
Then {(Vm,Hm)}m≥0 is a compatible sequence of r-networks. So we can con-
struct (E, F) as in (2.2.1) and (2.2.2). By Theorem 2.2.6, (E , F) ∈ RF(V∗),
where V∗ = ∪m≥0Vm. In this section, we consider harmonic functions associ-
ated with (E ,F). Arguments in the last chapter, in particular Lemma 2.2.2,
imply the following result.

Proposition 3.2.1. For any ρ ∈ `(V0), there exists a unique u ∈ F such that
u|V0 = ρ and E(u, u) = min{E(v, v) : v ∈ F , v|V0 = ρ}. Furthermore, u is
characterized by the unique solution of

{
(Hmv)|Vm\V0 = 0 for all m ≥ 1,

v|V0 = ρ.

The function u obtained in the above theorem is called a harmonic function
with boundary value ρ. Let R be the resistance metric on V∗ associated with
(E, F). Then by (2.2.6), u ∈ C(V∗, R).
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Note that V∗ is a countable subset of K and the topology of (V∗, R) may be
different from that of V∗ with the relative topology form the original metric on
K. We will see, however, that a harmonic function has a unique extension to a
continuous function on K.

Now recall that d is a metric on K which is compatible with the original
topology of K.

Theorem 3.2.2. Let u be a harmonic function. Then there exists a unique
ũ ∈ C(K) such that u|V∗ = ũ|V∗ .

Remark. As is shown in §3.3, the closure of (V∗, R) equals K with the original
topology if and only if (D, r) is regular harmonic structure. In such a case, the
above theorem is obvious.

Proof. Let u be a harmonic function with boundary value ρ. Set H1 =
(

T tJ
J X

)
,

where T : `(V0) → `(V0), J : `(V0) → `(V1\V0) and X : `(V1\V0) → `(V1\V0).
Then it follows that

(u ◦ Fi)|V0 = Ri(u|V1) = Ri

(
ρ

−X−1Jρ

)
.

As Fw is bijective mapping between V0 and Fw(V0) for w ∈ W∗, we will identify
`(V0) and `(Fw(V0)) through Fw. Define a linear map Ai : `(V0) → `(Fi(V0)) ∼=
`(V0) by

Aiρ = Ri

(
ρ

−X−1Jρ

)
, (3.2.1)

then

u|Fw(V0) = AwmAwm−1 · · ·Aw1ρ (3.2.2)

for w = w1w2 · · ·wm ∈ W∗ and

(Ai)pq ≥ 0 for any p, q ∈ V0 and Ai




1
...
1


 =




1
...
1


 . (3.2.3)

First we prove the theorem assuming (3.1.2).

Claim 1 Set v(f) = maxp,q∈V0 |f(p) − f(q)| for f ∈ `(V0). Then v(Aif) < v(f)
if v(f) 6= 0.

Proof of Claim 1: If H1g|V1\V0 = 0 and g|V0 = f , then Aif = g|Fi(V0).
Applying the maximum principle (Proposition 2.1.7) and taking (3.1.2) into
account, we can see that maxq∈Fi(V0) g(q) − minq∈Fi(V0) g(q) < v(f). Hence
v(Aif) < v(f).
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Claim 2 There exists ci such that 0 < ci < 1 and v(Aif) ≤ civ(f) for any
f ∈ `(V0).

Proof of Claim 2: Define Q : `(V0) → `(V0) by

(Qf)(p) = f(p) − #(V0)−1
∑

q∈V0

f(q),

then v(f) = v(Qf) and v(Aif) = v(AiQf) for any f ∈ `(V0). Hence

sup{v(Aif)
v(f)

: f ∈ `(V0), v(f) 6= 0} = sup{v(AiQf)
v(Qf)

: f ∈ `(V0), v(f) 6= 0}

= sup{v(Aif)
v(f)

: f ∈ `(V0),
∑

q∈V0

f(q) = 0, v(f) = 1}.

As {f ∈ `(V0) :
∑

q∈V0
f(q) = 0, v(f) = 1} is compact, the above supremum is

less than 1.
Now by Claim 2 and the maximum principle, we can see that vw(u) =

sup{|f(p) − f(q)| : p, q ∈ Kw ∩ V∗} ≤ cmv(ρ) for any w ∈ W∗, where c =
maxi∈S ci. Hence, if {pi}i≥1 is a Cauchy sequence with respect to a metric
on K which is compatible with the original topology of K, then {u(pi)}i≥1 is
convergent as i → ∞. Using this limit, we can extend u to a continuous function
ũ on K.

Next if (3.1.2) is not satisfied, we can exchange the harmonic structure as
in the proof of Proposition 3.1.8. Then again we can use the result under a new
self-similar structure Lm and a harmonic structure (D, rm). Note that harmonic
functions remain same after we replace the harmonic structure.

Hereafter, we identify u with its extension ũ and think of a harmonic function
as a continuous function on K.

Example 3.2.3 (Sierpinski gasket). Let us calculate the probabilistic ma-
trices {Ai}i∈S for the standard harmonic structure on the Sierpinski gasket given
in Example 3.1.5. Recall that V0 = {p1, p2, p3}. Set q1 = (p2 +p3)/2, q2 = (p3 +
p1)/2 and q3 = (p1 + p2). Then V1 = {pi, qi}i∈S , where S = {1, 2, 3}. Now Let
f(p1) = a, f(p2) = b and f(p3) = c and solve the linear equation (H1f)(qi) = 0
for i ∈ S. Then we get f(q1) = (2b + 2c + a)/5, f(q2) = (2c + 2a + b)/5 and
f(q3) = (2a + 2b + c)/5. By this result, we see that

A1 =




1 0 0
2
5

2
5

1
5

2
5

1
5

2
5


A2 =




2
5

2
5

1
5

0 1 0
1
5

2
5

2
5


 A3 =




2
5

1
5

2
5

1
5

2
5

2
5

0 0 1


 .

It is easy to see that the eigenvalues of Ai are 1, 3
5 , 1

5 . Note that the second
eigenvalue 3

5 is equal to ri. In fact, this is not a coincidence. (Recall that
r = (3/5,3/5, 3/5).) In §A.1, we will show a general result on the second
eigenvalue of Ai.
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See Exercise 3.3 for more examples.
The probability matrices {Ai}i∈S determine the harmonic functions through

(3.2.2). The behavior of a harmonic function around a point π(ω) for ω ∈
Σ(S) is given by the asymptotic behavior of (3.2.2) for m → ∞. This is the
problem of random iterations of matrices and, in general, it is very difficult.
Even in the above example, we don’t know how to calculate the behavior of
AωmAωm−1 · · · Aω1 as m → ∞ unless the sequence ω is (eventually) periodic.
Kusuoka used {Ai}i∈S to construct Dirichlet forms on finitely ramified self-
similar sets in Kusuoka [85] and got some result about almost sure behavior of
the random iteration of {Ai}i∈S .

An important property of harmonic functions is the Harnack inequality,
which follows from the discrete version, Corollary 2.1.8.

Proposition 3.2.4 (the Harnack inequality). If X is a compact subset of
K that is contained in a connected component of K\V0, then there exists a
constant c > 0 such that maxx∈Xu(x) ≤ c minx∈X u(x) for any non-negative
harmonic function u on K.

Proof. Set Xm = ∪w∈Wm:Kw∩X 6=∅Kw. Then we can choose m so that Xm∩V0 =
∅. Now set V = Vm, U = V0, H = Hm and A = Xm ∩ Vm. Applying the
Harnack inequality (Corollary 2.1.8), we see that there exists c > 0 such that
maxp∈A u(p) ≤ c minp∈A u(p) for any non-negative harmonic function u on K.
Using the maximum principle, maxx∈X u(x) ≤ maxp∈A u(p) and minp∈A u(p) ≤
maxx∈X u(x). Hence we have shown the required inequality.

As an corollary of Theorem 3.2.2, we can define piecewise harmonic functions
as follows.

Corollary 3.2.5. For ρ ∈ `(Vm), there exists a unique continuous function u
on K such that u|Vm = ρ and E(u|V∗, u|V∗) = min{E(v, v) : v ∈ F , v|Vm = ρ}.

u in the above corollary is called an m-harmonic function with boundary
value ρ. Another characterization of m-harmonic functions is that u is an m-
harmonic function if and only if u ◦Fw is a harmonic function for any w ∈ Wm.
For p ∈ Vm, define ψm

p to be the m-harmonic function with boundary value
χVm

p . Then any m-harmonic function u is a linear combination of {ψm
p }. In

fact, u =
∑

p∈Vm
u(p)ψm

p . Note that if um =
∑

p∈Vm
u(p)ψm

p for u ∈ `(V∗), then
Em(u|Vm , u|Vm) = E(um, um).

In the rest of this section, we will give an expansion of u ∈ `(V∗) in a
piecewise harmonic basis {ψp}p∈V∗, where ψp = ψm

p if p ∈ Vm\Vm−1.

Lemma 3.2.6. Let u be an m-harmonic function. Then E(u, f) = 0 for f ∈ F
if f |Vm = 0.

Proof. For n > m, we have (Hnu)(p) = 0 if p ∈ Vn\Vm and f(p) = 0 if p ∈ Vm.
Hence En(u, f) = −

∑
p∈Vn

f(p)(Hnu)(p) = 0.

Lemma 3.2.7. For u ∈ F , E(u − um, u − um) → 0 as m → ∞.
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