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One of the first mathematical models to describe the interest rate over time was the Vasicek model (1978). Soon after, the Cox Ingersoll Ross (CIR) model (1985) was introduced. The Vasicek model and the CIR model belong to the family of short interest rate models. Through transformation these models can be applied to compute the interest rate values. Classical techniques such as the Maximum Likelihood Estimate (MLE) and Least Squares Method (LSM) are used to estimate the parameters in the short rate model from the historical data.

One must understand that the short rate values cannot be observed from the financial market. However, we can observe the bond prices and from these we can compute the interest rates values. It turns out that when the short interest rate values are not known, MLE and LSM cannot be used to estimate the parameters in the CIR model. Rabobank encountered this problem.

My assignment was to estimate the parameters in the CIR model using the historical data collected by Rabobank. When doing calibration using MLE or LSM for the Vasicek model, it turns out that the drift parameters are estimated with very high bias. Rabobank uses the Long Term Quantile (LTQ) method, which is expected to have no bias. My assignment was to test this claim and see whether there is a bias and if so I had to eliminate this bias.
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Introduction

The big financial institutes such as banks and pension funds hold a zero-coupon bond (also called pure discount bond) contract, which guarantees the payment of one unit of currency at maturity\(^1\) of the contract, with no intermediate payments. This means that one party, in case of a government bond this is the government, agrees to pay a fixed interest rate at maturity time to the holder of the contract. In mathematical terms, we define the contract value at time \(t\) as \(P(t, T)\) where \(T\) is maturity, hence the contract payment is \(P(T, T) = 1\). The length of the contract can vary from one month up to 30 years, the constant interest rate increases as the length of the contract increases.

Thus, for a contract of 1 year the interest rate may be 1% whereas for the same contract over a period of 10 years one might get a constant interest rate of 3%. One of the reasons behind this is that often it is assumed that the interest rate will rise. Secondly, if the interest rate return were equal for a contract of 1 month and a contract of 30 years then there would be no advantage in entering a contract of a duration of 30 years, for the simple reason that contract over a period of 30 years must have a higher interest rate. When entering a contract there is a fixed interest rate agreed on by the two parties. It is very important to compute the "fairest" interest rate for each contract. If one were able to predict the future the fairest interest rate would simply be the average of the daily measured interest rate up to the maturity. Since this is not the case, mathematical models come into play. Therefore, it is extremely important to find a good model that models the changes in the interest rate over time closely. First we define the (continuously compounded spot) interest rate by \(R(t, T)\).

The bond price is defined as,

\[
P(t, T) = e^{-\tau R(t, T)},
\]

with \(\tau = T - t\), see [4]. The compound interest rate \(R(t, T)\) is from a family of affine term structure models. Affine term structure models are interest rate models where the compound interest rate \(R(t, T)\) is an affine function in the short rate \(r(t)\)^2. Thus, we have

\[
R(t, T) = \alpha(t, T) + \beta(t, T)r(t),
\]

where \(\alpha(t, T)\) and \(\beta(t, T)\) are deterministic functions of time [4]. Therefore, the zero-coupon bond price can be rewritten as,

\[
P(t, T) = A(t, T)e^{-B(t, T)r(t)},
\]

\(^1\)Maturity here is defined as the expiry date of the contract

\(^2\)Unless stated otherwise, \(\tau = T - t\), \(T =\) maturity, \(t =\) time, \(R(t, T) =\) compound interest rate and \(r(t) = r_t =\) short interest rate.
\[
\alpha(t,T) = -\frac{\ln(A(t,T))}{\tau}, \\
\beta(t,T) = \frac{B(t,T)}{\tau}.
\]

It is impossible to model \(R(t,T)\) exactly. Each model, no matter how good, comes with assumptions, no model can exist without assumptions. For this reason a model can never be perfect. Therefore, modeling \(R(t,T)\) is like forecasting the weather. The best way to predict the weather for tomorrow is by measuring the weather today and by using mathematical models to predict the movement of the clouds. The assumption made here is that the weather tomorrow depends on the weather today, which is true for most cases but not always. The more assumptions you make the easier the model, hence results into less accurate predictions. Models are the backbone of our society, because of models we know that there are four different seasons and if it is 30 degrees today it is almost 100% certain that it will not snow tomorrow, but it might rain depending on the movement of the clouds. These predictions are not 100% accurate; unfortunately, however, a farmer has to rely on these predictions, since he has no better alternatives. Keep in mind that models improve day by day and who knows what will happen in the future, the prediction will never be 100% accurate but may be very close.

In the world of finance we have the same problem. Mathematical models are used to describe the future by using historical information. Similar to the mathematical models used in the weather forecasting, in the mathematical models used in the financial world certain scenarios can be ruled out with a high certainty. Poor predictions may result in big losses. This is why, we observe an increase in the number of mathematicians working for a financial institute, to improve the models used today to tackle the financial crisis.

In this thesis we will compare three different models; the Vasicek model [21] (1978), the Cox Ingersoll Ross (CIR) model [5] (1985) and the Nelson-Siegel model (2006) [6] (2006). The first two methods are well-known and used for decades in the financial world. However, the Nelson-Siegel model, which originates from [16] (1987) and was reintroduced by Diebold and Li (in 2006), is used by the majority of Central Banks [3]. Each model of these three models comes with the assumption that the historical movements of the interest rate is the best prediction for the future interest rates. The models are described by a fixed number of parameters that depend on the collected historical data. It is extremely important to estimate these parameters without any bias, because a bias in the estimation may result in an huge loss over the short term and the long term, as we will show in Chapter 2. Estimation of these parameters is called calibration. The classic methods such as the Maximum Likelihood Estimator (MLE) and the Least Square Method (LSM) are commonly used for the calibration of short rate models. Recently, M. de Ruijter [17] and E. van Elen [9] both applied these methods for calibration of the short rate models in their final theses for Rabobank and Netspar respectively. However, doing estimations using MLE and LSM result in a large bias of up to 400% in one of the estimated parameters. This phenomenal was first addressed by Merton [14] (1980) and later confirmed by many others like Ball and Torous [2] (1996) and Yu and Phillips [23] (2001). Despite this bias these methods are still used today. Yu and Phillips [24] (2006) proposed a jackknife method to reduce the bias by a factor of 5 up to 10, however this
comes with an increase in the variance. Ait-Sahalia [1] (2008) and Tang and Chen [20] (2009) used bootstrap method combined with MLE to reduce the bias by the same factor, which does not increase the variance. E. van Elen did not use any bias reduction techniques. Therefore, the bias remains in the estimated parameters and the consequences of this in computing the bond price is shown in Chapter 2. Rabobank uses the Long Term Quantile (LTQ) method as a better alternative for MLE and LSM to reduce the bias in the estimated parameters. This is why M. de Ruijter applied the LTQ method to reduce the bias, however no tests were performed to measure the bias reduction with respect to LSM and MLE.

In our work we reviewed LTQ and found that we are still have a bias of around 60%, which can have a significant impact on the bond price as we shall see in Chapter 2. Furthermore, we propose the Kalman filter, which is usually applied to estimate parameters for the CIR model [15] in order to reduce the bias in the estimated parameters. The Kalman filter is often used as a last resort when methods such as LSM and MLE fail, such as in the case when estimating parameters in the CIR model [15]. We shall show in this thesis why the Kalman filter should be applied in all cases as this method outperforms LSM, MLE and even LTQ. In the final thesis of E. van Elen the CIR model is estimated using MLE. This can only be done if there is no distinction is made between the $R(t, T)$ and $r(t)$, which is a common pitfall. However, one must understand that the historical data collected from the market is $R(t, T)$ and that $r(t)$ cannot be collected from the market. Therefore, a certain transformation is always needed when dealing with short rate models as we will show in Chapter 1. For this reason LSM and MLE fail in case of calibration of the CIR model.

After the calibration, we compare our results with the initial historical yield curve. The yield curve for day $x$ is defined as the compound interest rate for 9 different contracts, with 9 different maturities (1 month, 3 months, 6 months, 1 year, 2 years, 5 years, 10 years, 20 years, 30 years), at day $x$. The compound interest rate is computed from the bond prices for each contract, which are observed by Rabobank.
Interest Rate Models

In this chapter we will describe the models that we will use. In this thesis we will work with the Vasicek model, the CIR model and the Nelson-Siegel model. In Section 1.1 we derive the partial differential equation for the zero-coupon bond price for short rate models. This is done using the same approach as when deriving the Black-Scholes partial differential equation. The partial differential equation for the zero-coupon bond price allows us to derive the zero-coupon bond price for the Vasicek model and the CIR model, in Section 1.2 and Section 1.3 respectively.

Most of the banks today use the Vasicek model or the extended version of the model called the Hull White model, which was introduced by Hull and White [11] (1987), to model the evolution of short interest rates. There are two common reasons for this. The first and most obvious reason is that these were the first models introduced describing $r_t$ but that alone is not enough. The important reason is because of its simplicity as we will see in Section 1.2. The latter is probably the reason why the model is still used after decades. The major upset when using this model is that one encounters negative interest rate values. This is due the fact that the Vasicek model is normally distributed as we will show in Section 1.2. It is obvious that no one will put money in his/her saving account knowing that it will be worth less next year than it is today, so working with negative interest rate is not realistic.

Therefore, a better alternative is the Cox Ingersoll Ross (CIR) model as this model does not generate negative interest rate values and if the Feller condition holds, see Section 1.3, the interest rate values will be strictly positive. The CIR model is a more realistic model compared to the Vasicek model. It turns out that the CIR model is more complicated. Deriving the bond price for the CIR model is much harder as we will see in Section 1.3. Estimating the parameters for the CIR model cannot be done using classical methods such as MLE and LSM and the reasons for this will be given in Section 1.3.

Even though the Vasicek model, or an extended version of this model, is widely used in the financial world, nine of the thirteen central banks that inform the Bank for International Settlements of their estimations use the model developed by Nelson and Siegel [6] or its extended version, proposed by Svensson to model the yield curve [3]. In Section 1.4 the Nelson-Siegel model is explained, the idea behind this model and why this model is very popular by the Central Banks.
1.1 Deriving Partial Differential Equation for Bond Price

The Vasicek model and the CIR model assume that the interest rate follows a Markov process. We define $W(t)$ as a Wiener process on the risk-neutral probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Then the short interest rate follows the following stochastic differential equation \[18\],
\[dr(t) = \mu(r, t)dt + \sigma(r, t)dW(t). \tag{1.1}\]

In this section we relax the notation $r_t = r(t)$ and we will work with $r = r(t)$, because later on we will use partial derivatives and we do not want to cause confusion.

We assume that we have a market which is perfectly liquid. This means that it is possible to purchase or sell a bond, or their fractions in any amount, at any given time. We define the bond price, $P(t, T)$, as a function of $t$ and $r$, hence $P(t, T) = f(t, r)$. Note that $f(t, r)$ is at least twice continuously differentiable. Therefore, we can apply Itô’s lemma to get,
\[df(t, r) = f_t dt + f_r dr + \frac{1}{2} f_{rr} (dr)^2 \]
\[= f_t dt + f_r (\mu(r, t)dt + \sigma(r, t)dW(t)) + \frac{1}{2} f_{rr} (\mu(r, t)dt + \sigma(r, t)dW(t))^2 \tag{1.2}\]
\[= (f_t + f_r \mu(r, t) + \frac{1}{2} f_{rr} \sigma^2(r, t))dt + f_r \sigma(r, t)dW(t),\]

where $f_t$ is the derivative of $f = f(t, r)$, etcetera.

We want to create a risk-free self-financing investment, $\Pi(t)$, at time $t$ \[19\]. We define $b_1$ and $b_2$ as two arbitrary zero-coupon bonds with different maturities with bond price $f_1(t, r)$ and $f_2(t, r)$ respectively. Furthermore, we define $\Delta_1$ and $\Delta_2$ as the (fraction) amount of bonds for $b_1$ and $b_2$ that we have to buy in our risk-free portfolio. The return on our risk-free portfolio is the sum of proportional returns in each of the two underlying bonds. In other words,
\[\frac{d\Pi}{\Pi} = \frac{\Delta_1 df_1(t, r)}{f_1(t, r)} + \frac{\Delta_2 df_2(t, r)}{f_2(t, r)} \tag{1.3}\]

We can substitute Equation (1.2) into Equation (1.3) to get,
\[\frac{d\Pi}{\Pi} = \Delta_1 \left( f_t + f_1 \mu(r, t) + \frac{1}{2} f_{1r} \sigma^2(r, t) \right) dt + \Delta_1 f_1 \sigma(r, t) dW(t) \]
\[+ \Delta_2 \left( f_t + f_2 \mu(r, t) + \frac{1}{2} f_{2r} \sigma^2(r, t) \right) dt + \Delta_2 f_2 \sigma(r, t) dW(t) \tag{1.4}\]
\[= \Delta_1 \mu dt + \Delta_1 \sigma_1 dW(t) + \Delta_2 \mu_2 dt + \Delta_2 \sigma_2 dW(t) \]
\[= (\Delta_1 \mu_1 + \Delta_2 \mu_2) dt + (\Delta_1 \sigma_1 + \Delta_2 \sigma_2) dW(t),\]

\[1\text{In the book of Seydel the self-pricing portfolio is used to derive the Black-Scholes equation, the steps are almost identical only in our work we are using it to derive the differential equation for the bond price.} \]
1.1. DERIVING PARTIAL DIFFERENTIAL EQUATION FOR BOND PRICE

with

\[ \hat{\mu}_1 = \left( f_{1t} + f_{1r} \mu(r(t)) + \frac{1}{2} f_{1r} \sigma^2(r(t)) \right) dt \],
\[ \hat{\sigma}_1 = \frac{f_{1r} \sigma(r(t)) dW(t)}{f_1(t,T)} , \]
\[ \hat{\mu}_2 = \left( f_{2t} + f_{2r} \mu(r(t)) + \frac{1}{2} f_{2r} \sigma^2(r(t)) \right) dt \],
\[ \hat{\sigma}_2 = \frac{f_{2r} \sigma(r(t)) dW(t)}{f_2(t,T)} . \]

Since we want a risk-free portfolio we need to eliminate the risk factor, which is the Wiener process. As \( \triangle_1 \) and \( \triangle_2 \) are the only two variables which can be changed, they must be chosen in such a way that we can eliminate the Wiener process. In other words,

\[ \triangle_1 + \triangle_2 = 1, \]
\[ \triangle_1 \hat{\sigma}_1 + \triangle_2 \hat{\sigma}_2 = 0. \]

Solving this results in

\[ \triangle_1 = -\frac{\hat{\sigma}_2}{\hat{\sigma}_1 - \hat{\sigma}_2}, \]
\[ \triangle_2 = \frac{\hat{\sigma}_1}{\hat{\sigma}_1 - \hat{\sigma}_2}. \]

If we then substitute this into our Equation (1.3) we get

\[ \frac{d \Pi}{\Pi} = \left( \hat{\mu}_1 \frac{-\hat{\sigma}_2}{\hat{\sigma}_1 - \hat{\sigma}_2} + \hat{\mu}_2 \frac{\hat{\sigma}_1}{\hat{\sigma}_1 - \hat{\sigma}_2} \right) dt. \] (1.5)

Our portfolio, \( \Pi \), is risk-free, and hence must offer the same return as any other risk-free investment. A safe investment in this case might be a saving account on a bank. Therefore, if we put our money in a savings account the expected return is

\[ \frac{d \Pi}{\Pi} = r dt. \] (1.6)

Substituting Equation (1.5) into Equation (1.6) and then solving this will give

\[ r(t) = \frac{\hat{\mu}_2 \hat{\sigma}_1 - \hat{\mu}_1 \hat{\sigma}_2}{\hat{\sigma}_1 - \hat{\sigma}_2}. \] (1.7)
We can rewrite this as follows,

\[
\frac{\hat{\mu}_1 - r}{\hat{\sigma}_1} = \frac{\hat{\mu}_2 - r}{\hat{\sigma}_2},
\]

(1.8)

Let us now define

\[
\lambda(t) = \frac{\hat{\mu}_t - r(t)}{\hat{\sigma}_t}.
\]

(1.9)

This parameter, \(\lambda(t)\), is called the market risk parameter \(^2\). If we now substitute the values \(\hat{\sigma}_t\) and \(\hat{\mu}_t\) back into Equation (1.9) we get

\[
\lambda(t) = \frac{f_t + f_r \mu(r,t) + \frac{1}{2} f_{rr} \sigma^2(r,t) - rf(t,r)}{f_r \sigma(r,t)}.
\]

This can be rewritten as,

\[
f_t(t,r) + (\mu(r,t) - \lambda(t)\sigma(r,t))f_r(t,r) + \frac{1}{2}\sigma^2(r,t)f_{rr}(t,r) - rf(t,r) = 0.
\]

(1.10)

Let us put back \(f(t,r) = P(t,T)\), then we get

\[
P_t(t,T) + (\mu(r,t) - \lambda(t)\sigma(r,t))P_r(t,r) + \frac{1}{2}\sigma^2(r,t)P_{rr}(t,r) - rP(t,T) = 0.
\]

(1.11)

We want to compute the bond price in the following form,

\[
P(t,T) = e^{C(t,T) - B(t,T)r(t)}.
\]

(1.12)

Note that this is simply Equation (3), see introduction, only now \(A(t,T) = \exp(C(t,T))\).

Note that the functions \(B(t,T)\) and \(C(t,T)\) depend on the variable \(t\) only (because \(T\) is fixed). Therefore, we can define \(B(t,T)\) and \(C(t,T)\) as functions with one variable \(\tau\), hence \(B(t,T) = B(\tau)\) and \(C(t,T) = C(\tau)\). For the derivatives of \(B(t,T)\) and \(C(t,T)\) with respect to \(\tau\) we find

\[
B_\tau(\tau) = -B_t(\tau),
\]

\[
C_\tau(\tau) = -C_t(\tau).
\]

Next, we introduce

\[
\tilde{\mu} = \mu(r,t) - \lambda_t \sigma(r,t),
\]

\[
\tilde{\sigma} = \sigma(r,t).
\]

\(^2\)A negative value for \(\lambda\) means that the risk premium for holding longer term bonds is positive \(^1\).
Rewrite Equation (1.11) using $\tilde{\mu}$ and $\tilde{\sigma}$ yields

$$P_t + \tilde{\mu} P_r + \frac{1}{2} \tilde{\sigma}^2 P_{rr} - r P = 0. \quad (1.13)$$

Then we compute $P_t$, $P_r$ and $P_{rr}$. This gives us

$$P_r(\tau) = ( - C_r(\tau) + B_r(\tau) r ) P(\tau),$$
$$P_r(\tau) = - B(\tau) P(\tau),$$
$$P_{rr}(\tau) = B^2(\tau) P(\tau).$$

Substituting this in Equation (1.13) we get

$$- C_r(\tau) - \tilde{\mu} B(\tau) + \frac{1}{2} \tilde{\sigma}^2 B^2(\tau) - (1 - B_r(\tau)) r = 0. \quad (1.14)$$

Note that if there exists a solution then this solution is unique [10]. In Section 1.2 and Section 1.3 we will solve Equation (1.14) for the Vasicek model and the CIR model.

### 1.2 The Vasicek model

The stochastic differential equation of the Vasicek model is,

$$dr_t = \kappa(\mu - r_t)dt + \sigma dW_t, \quad (1.15)$$

where $\kappa$, $\mu$ and $\sigma$ are constants and $W_t$ is a Wiener process[21]³.

It can easily be shown using Itô’s lemma [18], with $Y_t = e^{\kappa t} r_t$, that the exact discrete model corresponding to (1.15) is,

$$r_{t+\Delta t} = e^{-\kappa \Delta t} r_t + \mu (1 - e^{-\kappa \Delta t}) + \sigma e^{-\kappa (t+\Delta t)} \int_t^{t+\Delta t} e^{-\kappa t} dW_t. \quad (1.16)$$

This means that $r_t$ is normally distributed with Equation (1.17) as its mean and Equation (1.18) as its variance,

$$\mathbb{E}[r_{t+\Delta t}|r_t] = e^{-\kappa \Delta t} r_t + \mu (1 - e^{-\kappa \Delta t}), \quad (1.17)$$
$$\text{Var}[r_{t+\Delta t}|r_t] = \left( \frac{\sigma^2}{2\kappa} \right) (1 - e^{-2\kappa \Delta t}). \quad (1.18)$$

If $\kappa$ goes to zero then the expectation goes to $r_t$ and the variance to zero. However, if $\kappa$ goes to infinity we see that the expectation goes to $\mu$ and the variance to $\frac{\sigma^2}{2\kappa}$.

We want to compute the zero-coupon bond price for the Vasicek model. This means we have to solve Equation (1.14) with

³We assume that the risk parameter $\lambda = 0$. 
\[ \tilde{\mu} = \kappa (\mu - r), \]
\[ \tilde{\sigma} = \sigma. \]

We get
\[ -\frac{\partial C(\tau)}{\partial \tau} - \kappa (\mu - r) B(\tau) + \frac{1}{2} \sigma^2 B^2(\tau) - \left( 1 - \frac{\partial B(\tau)}{\partial \tau} \right) r = 0. \] (1.19)

We can rewrite this as
\[ -\frac{\partial C(\tau)}{\partial \tau} - \kappa \mu B(\tau) + \frac{1}{2} \sigma^2 B^2(\tau) - \left( 1 - \kappa B(\tau) - \frac{\partial B(\tau)}{\partial \tau} \right) r = 0. \] (1.20)

Because Equation (1.20) holds for every \( r \) and every \( \tau \) we must have,
\[ -\frac{\partial C(\tau)}{\partial \tau} - \kappa \mu B(\tau) + \frac{1}{2} \sigma^2 B^2(\tau) = 0, \] (1.21)

and
\[ \kappa B(\tau) + \frac{\partial B(\tau)}{\partial \tau} = 1. \] (1.22)

Furthermore, we have that
\[ P(T, T) = P(\tau = 0) = e^{C(0) - B(0)r(T)}, \]

which implies that \( C(0) = B(0) = 0 \). We first solve the following Equation (1.22) with boundary condition \( B(0) = 0 \). It is easy to see that \( \frac{\partial B(\tau)}{\partial \tau} = e^{-\kappa \tau} \), solving this with \( B(0) = 0 \) we get
\[ B(\tau) = \frac{1 - e^{-\kappa \tau}}{\kappa}. \] (1.23)

Now substitute Equation (1.23) into Equation (1.21) and then integrate with respect to \( t \), over an interval \([t, T]\). This gives
\[ C(\tau) = \int_t^T \kappa \mu B(T-s) + \frac{1}{2} \sigma^2 B^2(T-s) ds \]

\[ = \int_t^T \kappa \mu \frac{1 - e^{-\kappa(T-s)}}{\kappa} ds + \int_t^T \frac{1}{2} \sigma^2 \left( \frac{1 - e^{-\kappa(T-s)}}{\kappa} \right)^2 \]

\[ = \int_t^T \kappa \mu \frac{1 - e^{-\kappa(T-s)}}{\kappa} ds + \int_t^T \frac{\sigma^2}{2\kappa} \left( 1 - 2e^{-\kappa(T-s)} + e^{-2\kappa(T-s)} \right) ds \]

\[ = -\mu(T-t) + \mu \frac{1 - e^{-\kappa(T-t)}}{\kappa} + \frac{\sigma^2}{2\kappa} (T-t) - \frac{\sigma^2}{2\kappa} \frac{1 - e^{-\kappa(T-t)}}{\kappa} + \frac{\sigma^2}{2\kappa} \frac{1 - e^{-2\kappa(T-t)}}{2\kappa} \]

\[ = -\mu(\tau) + \mu B(\tau) + \frac{\sigma^2}{2\kappa} (\tau) - \frac{\sigma^2}{2\kappa} B(\tau) + \frac{\sigma^2}{2\kappa} \left( \frac{1 - e^{-2\kappa(T-s)}}{2\kappa} \right) \]

\[ = \frac{(B(\tau) - \tau)(\kappa^2 \mu - \frac{\sigma^2}{2})}{\kappa^2} - \frac{\sigma^2}{4\kappa} B^2(\tau). \]

Therefore, we get for the bond price

\[ P(t, \tau) = A(\tau)e^{-B(\tau)\tau(t)} \]

\[ = e^{-\tau R(t,\tau)}, \quad (1.24) \]

with

\[ A(\tau) = \exp \left( \left( \mu - \frac{\sigma^2}{2\kappa} \right) (B(\tau) - \tau) - \frac{\sigma^2}{4\kappa} B^2(\tau) \right), \]

\[ B(\tau) = \frac{1 - e^{-\kappa \tau}}{\kappa}. \]

Recall, the values were determined under the risk neutral measure. We get the following stochastic differential equation for \( R(t, \tau) \),

\[ dR_{(t,\tau)} = \kappa \left( \frac{B_{\tau} \mu}{\tau} - \frac{\ln(A_{\tau})}{\tau} - R_{(t,\tau)} \right) dt + \frac{B_{\tau}}{\tau} \sigma dW_t, \quad (1.25) \]

which can be rewritten as,

\[ dR_{(t,\tau)} = \tilde{\kappa}(\tilde{\mu} - R_{(t,\tau)}) dt + \tilde{\sigma} dW_t, \quad (1.26) \]

with
\[ \hat{\kappa} = \kappa, \]
\[ \hat{\mu} = \frac{B_\tau \mu}{\tau} - \frac{\ln(A_\tau)}{\tau}, \]
\[ \hat{\sigma} = \frac{B_\tau}{\tau} \sigma. \]

Note that both \( r_t \) and \( R(t,\tau) \) are normally distributed in the Vasicek model. We can calibrate both stochastic differential equations using the same distribution function but with different parameters. We collected \( R(t,\tau) \) from the historical data. After estimating \( \hat{\kappa}, \hat{\mu} \) and \( \hat{\sigma} \) using the historical data, we can find the parameters \( \kappa, \mu \) and \( \sigma \) for the short rate model. Suppose through calibration we estimated \( \hat{\kappa}, \hat{\mu} \) and \( \hat{\sigma} \), then we get

\[ \kappa = \hat{\kappa}, \]
\[ B(\tau) = \frac{1 - e^{-\kappa \tau}}{\kappa}, \]
\[ \sigma = \frac{\tau}{B(\tau)} \hat{\sigma}, \]
\[ A(\tau) = \exp\left\{ \left( \kappa (\tau - B_\tau) \right) \left( \frac{B_\tau}{\tau} \left[ \frac{\sigma^2 B^2_\tau}{4k(B_\tau - \tau)} + \frac{\sigma^2}{2k^2} \right] - \hat{\mu} \right) \right\}, \]
\[ \mu = (1 - B_\tau) \left( \frac{\sigma^2 B^2_\tau}{4k(B_\tau - \tau)} + \frac{\sigma^2}{2k^2} \right) - \hat{\mu}. \]

### 1.3 The Cox Ingersoll Ross model

Now we consider the CIR model. The stochastic differential equation of the CIR model is

\[ \text{d}r_t = \kappa (\mu - r_t) \text{d}t + \sigma \sqrt{r_t} \text{d}W_t, \tag{1.27} \]

where \( \kappa, \mu \) and \( \sigma \) are constants and \( W_t \) is a Wiener process \([5]\).\(^4\)

Using Itô’s lemma again, as for the Vasicek model, we can show the exact discrete model corresponding to (1.27) is,

\[ r_{t+\Delta t} = e^{-\kappa \Delta t} r_t + \mu (1 - e^{-\kappa \Delta t}) + \sigma e^{-\kappa (t+\Delta t)} \int_t^{t+\Delta t} e^{-\kappa t} \sqrt{r_t} \text{d}W_t. \tag{1.28} \]

Now we can easily compute the expectation and the variance of the process. This gives us,

\(^4\)We assume that the risk parameter \( \lambda = 0.\)
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\[ \mathbb{E}[r_{t+\Delta t}|r_t] = e^{-\kappa \Delta t} r_t + \mu (1 - e^{-\kappa \Delta t}), \]  
(1.29)

\[ \text{Var}[r_{t+\Delta t}|r_t] = e^{-2\kappa \Delta t} r_t \left( \frac{\sigma^2}{\kappa} \right) (1 - e^{-\kappa \Delta t}) + \mu \left( \frac{\sigma^2}{2\kappa} \right) (1 - e^{-\kappa \Delta t})^2. \]  
(1.30)

If \( \kappa \) goes to zero then the expectation goes to \( r_t \) and the variance to zero. However, if \( \kappa \) goes to infinity we see that the expectation goes to \( \mu \) and the variance to \( \mu \frac{\sigma^2}{2\kappa} \). It can be shown that the process \( r_t \) features a noncentral chi-squared distribution function [5].

We want to compute what the zero-coupon bond price for the CIR model is. This means we have to solve Equation (1.14) with

\[ \tilde{\mu} = \kappa (\mu - r), \]

\[ \tilde{\sigma} = \sigma \sqrt{r}. \]

Therefore, we get

\[- \frac{\partial C(\tau)}{\partial \tau} - \kappa (\mu - r) B(\tau) + \frac{1}{2} \sigma^2 B^2(\tau) - \left( 1 - \frac{\partial B(\tau)}{\partial \tau} \right) r = 0. \]  
(1.31)

We can rewrite this as,

\[- \frac{\partial C(\tau)}{\partial \tau} - \kappa \mu B(\tau) - \left( 1 - \frac{1}{2} \sigma^2 B^2(\tau) - \kappa r B(\tau) - \frac{\partial B(\tau)}{\partial \tau} \right) r = 0. \]  
(1.32)

Using the same argument as for the Vasicek model we get

\[- \frac{\partial C(\tau)}{\partial \tau} - \kappa \mu B(\tau) = 0, \]  
(1.33)

and

\[ \kappa B(\tau) + \frac{\partial B(\tau)}{\partial \tau} + \frac{1}{2} \sigma^2 B^2(\tau) = 1, \]  
(1.34)

with \( B(0) = 0 \) and \( C(0) = 0 \). We easily solved the partial differential equation for \( B(\tau) \) in the Vasicek model, see Section 1.2. For the CIR model this is slightly harder. A point of notice, we decided to derive the solution for \( C(\tau) \), but not for the \( B(\tau) \). The reasons for this are: deriving the solution for \( C(\tau) \) is harder and a very similar derivation for \( B(\tau) \) is provided in [10]. We know that there exists a solution, see [5]. The solution is

\[ B(\tau) = \frac{2(e^{\lambda \tau} - 1)}{2\lambda + (\lambda + \kappa)(e^{\tau \lambda} - 1)}, \]  
(1.35)

with\(^5\)

\[ \lambda = \sqrt{\kappa^2 + 2\sigma^2}. \]

This gives us.

\(^5\)Note in this case \( \lambda \) is not defined as the risk parameter.
\[ B(\tau) = \frac{2(e^{\lambda \tau} - 1)}{2\lambda + (\lambda + \kappa)(e^{\tau\lambda} - 1)}, \]
\[ B^2(\tau) = \frac{4(e^{\lambda \tau} - 1)^2}{(2\lambda + (\lambda + \kappa)(e^{\tau\lambda} - 1))^2}, \]
\[ B_\tau(\tau) = \frac{4\lambda^2 e^{\lambda \tau}}{(2\lambda + (\lambda + \kappa)(e^{\tau\lambda} - 1))^2}. \]

As expected this solution indeed solves Equation (1.34), and since there exists only one [10], the proposed solution is unique. Now substitute Equation (1.35) into Equation (1.33) and then integrate with respect to \( t \), over an interval \([t, T]\). Therefore, we get
\[ C(\tau) = \int_t^T -\kappa \mu B(T - s)\,ds \]
\[ = \int_t^T -\kappa \mu \left( \frac{2(e^{\lambda(T - s)} - 1)}{2\lambda + (\lambda + \kappa)(e^{(T-s)\lambda} - 1)} \right)\,ds. \]

To solve this integral, we start with first using the following transformation
\[ x(s) = e^{\lambda(T-s)}, \]
with
\[ ds = -\frac{1}{\lambda x(s)}\,dx. \]

This gives us,
\[ C(\tau) = \int_{e^{\lambda(T-t)}}^1 -2\kappa \mu \left( \frac{e^{\lambda(T-s)} - 1}{2\lambda + (\lambda + \kappa)(e^{(T-s)\lambda} - 1)} \right)\,dx \]
\[ = \int_{e^{\lambda(T-t)}}^1 -2\kappa \mu \left( \frac{-(x - 1)}{\lambda x(2\lambda + (\lambda + \kappa)(x - 1))} \right)\,dx \]
\[ = \int_{e^{\lambda(T-t)}}^1 \frac{2\kappa \mu}{\lambda} \left( \frac{1}{2\lambda + (\lambda + \kappa)(x - 1)} - \frac{1}{x(2\lambda + (\lambda + \kappa)(x - 1))} \right)\,dx \]
\[ = \int_{e^{\lambda(T-t)}}^1 \frac{2\kappa \mu}{\lambda} \left( \frac{1}{2\lambda + (\lambda + \kappa)(x - 1)} - \frac{(\lambda + \kappa)}{(\kappa - \lambda)(2\lambda + (\lambda + \kappa)(x - 1))} - \frac{1}{x(\lambda - \kappa)} \right)\,dx. \]
Next, we apply the transformation

\[ y(x) = 2\lambda + (\lambda + \kappa)(x - 1), \]

with

\[ dx = \frac{1}{\lambda + \kappa} dy. \]

This leads to,

\[
C(\tau) = \int_{2\lambda + (\lambda + \kappa)(e^{\lambda(T-t)} - 1)}^{2\lambda - (\lambda + \kappa)} \frac{2\kappa\mu}{\lambda} \left[ \frac{1}{(\lambda + \kappa)y} - \frac{1}{(\kappa - \lambda)y} \right] dy - \frac{2\kappa\mu}{\lambda} \int_{e^{\lambda(T-t)}}^{1} \frac{1}{(\lambda - \kappa)x} dx
\]

\[
= \frac{2\kappa\mu}{\lambda} \left[ \left( \frac{1}{(\lambda + \kappa)} \ln(y) - \frac{1}{(\kappa - \lambda)} \ln(y) \right)^{2\lambda - (\lambda + \kappa)} - \frac{2\kappa\mu}{\lambda} \left[ \frac{1}{(\lambda - \kappa)} \ln(x) \right]^{1} e^{\lambda(T-t)} \right]
\]

\[
= \frac{2\kappa\mu}{\lambda} \left[ \frac{1}{(\lambda + \kappa)} \ln(2\lambda + (\lambda + \kappa)(x - 1)) - \frac{1}{(\kappa - \lambda)} \ln(2\lambda + (\lambda + \kappa)(x - 1)) \right]^{1} e^{\lambda(T-t)}
\]

\[
- \frac{2\kappa\mu}{\lambda} \left[ \frac{1}{(\lambda - \kappa)} \ln(x) \right]^{1} e^{\lambda(T-t)}
\]

\[
= \frac{2\kappa\mu}{\lambda} \left[ \frac{1}{(\lambda + \kappa)} \ln(2\lambda + (\lambda + \kappa)(e^{\lambda(T-t)} - 1)) - \frac{1}{(\kappa - \lambda)} \ln(2\lambda + (\lambda + \kappa)(e^{\lambda(T-t)} - 1)) \right]^{T}
\]

\[
- \frac{2\kappa\mu}{\lambda} \left[ \frac{1}{(\lambda - \kappa)} \ln(e^{\lambda(T-t)} - 1) \right]^{T}. \]

Instead of just substituting the boundaries into the integral and solving it, we will first simplify the equation so that eventually we can have a nice simple formula that we can work with. Simplifying the above equation gives
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\[ C(\tau) = \frac{2\kappa \mu}{\lambda} \left[ \ln \left( 2\lambda + (\lambda + \kappa)(e^{\lambda(T-s)} - 1) \right) \right] T - \frac{2\kappa \mu}{\lambda} \left[ \frac{1}{(\lambda-\kappa)} \ln \left( e^{\lambda(T-s)} \right) \right] T \]

\[ = \frac{2\kappa \mu}{\lambda} \left[ \ln \left( 2\lambda + (\lambda + \kappa)(e^{\lambda(T-s)} - 1) \right) \right] T - \frac{2\kappa \mu}{\lambda} \left[ \ln \left( e^{\frac{(T-s)(\kappa+\lambda)}{2}} \right) \right] T \]

\[ = \frac{-4\kappa \mu}{\kappa^2 - \lambda^2} \left[ \ln \left( 2\lambda + (\lambda + \kappa)(e^{\lambda(T-s)} - 1) \right) - \ln \left( e^{\frac{(T-s)(\kappa+\lambda)}{2}} \right) \right] T \]

\[ = \frac{2\kappa \mu}{\sigma^2} \left[ \ln(2\lambda) - \ln \left( 2\lambda + (\lambda + \kappa)(e^{\lambda_T} - 1) \right) + \ln \left( e^{\frac{\tau(\kappa+\lambda)}{2}} \right) \right] \]

\[ = \frac{2\kappa \mu}{\sigma^2} \ln \left( \frac{2\lambda e^{(\lambda+\kappa)\frac{\tau}{2}}}{2\lambda + (\lambda + \kappa)(e^{\tau\lambda} - 1)} \right). \]

Now we have a formula for the zero-coupon bond price for the CIR model which is given as

\[ P(t,\tau) = A(\tau)e^{-B(\tau)r(t)} \]

\[ = e^{-\tau R(t,\tau)} \quad (1.36) \]

with

\[ A(\tau) = \left( \frac{2\lambda e^{(\lambda+\kappa)\frac{T}{2}}}{2\lambda + (\lambda + \kappa)(e^{\tau\lambda} - 1)} \right) \frac{2\kappa \mu}{\sigma^2}, \]

\[ B(\tau) = \frac{2(e^{\lambda_T} - 1)}{2\lambda + (\lambda + \kappa)(e^{\tau\lambda} - 1)}, \]

\[ \lambda = \sqrt{\kappa^2 + 2\sigma^2}. \]

Now we shall repeat the same steps as for the Vasicek model. Under the risk neutral measure we get the following stochastic differential equation for \( R(t,\tau) \),

\[ dR(t,\tau) = \frac{B_T}{\tau} \left[ \kappa \left( \mu - \frac{\tau R(t,\tau) + \ln(A_T)}{B_T} \right) dt + \sigma \sqrt{\frac{\tau R(t,\tau) + \ln(A_T)}{B_T}} dW_t \right]. \quad (1.37) \]

We cannot rewrite \( R(t,\tau) \) in the following form;
1.4 The Nelson-Siegel model

Diebold and Li (2006) reintroduced the Nelson and Siegel model, which originates from (1987). They provided evidence, in their paper [6], that the model can also be a valuable tool for forecasting the yield curve. Even though the yield curve is almost perfectly fitted (unlike the case with the Vasicek model and the CIR model, as we will see in Chapter 3) the Nelson-Siegel model does allow arbitrage. Despite this huge disadvantage, the Bank of International Settlements (BIS, 2005) reports that currently nine out of thirteen Central Banks which report their curve estimation methods to the BIS use the Nelson-Siegel to construct zero-coupon yield curves. For this reason, we describe this model briefly. Let us define $r(t, \tau) = r_t(\tau)$ forward rate curve at time $t$ over a time interval $\tau$. Then in the Nelson-Siegel model $r_t(\tau)$ is given by the following equation,

$$r_t(\tau) = \beta_{1,t} + \beta_{2,t}e^{-\lambda_t \tau} + \beta_{3,t} \lambda_t \tau e^{-\lambda_t \tau}. \quad (1.39)$$

The compound interest rate, $R(t, \tau) = R_t(\tau)$, is the average of the forward rate curve,

$$R_t(\tau) = \frac{1}{\tau} \int_0^\tau r_t(s) ds. \quad (1.40)$$

Substituting Equation (1.39) into (1.40) we get

$$R_t(\tau) = \beta_{1,t} \kappa_1 + \beta_{2,t} \kappa_2 + \beta_{3,t} \kappa_3, \quad (1.41)$$

with

$$\kappa_1 = 1,$$

$$\kappa_2 = \frac{1 - e^{-\lambda_t \tau}}{\lambda_t \tau},$$

$$\kappa_3 = \frac{1 - e^{-\lambda_t \tau}}{\lambda_t \tau} - e^{-\lambda_t \tau}.$$
Li (2006) define the parameters $\beta_{1,t}$, $\beta_{2,t}$ and $\beta_{3,t}$ as long-term, short-term and medium-term components respectively. The following limits are well-defined,

$$\lim_{\tau \to 0} R_t(\tau) = \beta_{1,t} + \beta_{2,t},$$

and

$$\lim_{\tau \to \infty} R_t(\tau) = \beta_{1,t}.$$  

The first compound, $\beta_{1,t}$, is referred to as the long-term compound, because the loading on $\beta_{1,t}$ is $\kappa_1$ which is equal to 1 and hence does not decay to zero in the limit as $t \to \infty$. The long-term compound at time $t$ is chosen in such a way that it is equal to the interest rate of the contract with the longest maturity [6] at time $t$. For our specific case we have,

$$R_t(\tau = 30 \text{ years}) \approx \beta_{1,t}.$$  

The second compound, $\beta_{2,t}$, is referred to as the short-term compound, because the loading on $\beta_{2,t}$ is $\kappa_2$ which starts at 1 but decays monotonically and quickly to zero as $t \to \infty$. Diebold and Li define the yield curve slope as Equation (1.42) minus Equation (1.43), which gives $-\beta_{2,t}$. For our specific case we have,

$$R_t(\tau = 30 \text{ years}) - R_t(\tau = 1 \text{ month}) \approx -\beta_{2,t}.$$  

The final compound, $\beta_{3,t}$, is referred to as the medium-term compound, because the loading on $\beta_{3,t}$ is $\kappa_3$ which starts at 0, increases to its maximum, which is determined by the decay parameter $\lambda_t$, before returning zero as $t \to \infty$. The medium-term compound is closely related to the yield curve curvature, which is defined as twice the two-year yield minus the sum of the limits in Equation (1.42) and Equation (1.43) [6]. For our specific case we have,

$$2R_t(\tau = 30 \text{ years}) - (R_t(\tau = 30 \text{ years}) - R_t(\tau = 1 \text{ month})) \approx \beta_{2,t}.$$  

Thus, if we define $l_t$, $s_t$ and $c_t$ as the yield curve level, yield curve slope and yield curve curvature respectively, we must have,

$$\text{corr}[\beta_{1,t}, l_t] \approx 1,$$

$$\text{corr}[\beta_{2,t}, s_t] \approx -1,$$

$$\text{corr}[\beta_{3,t}, c_t] \approx 1.$$  

We may choose to estimate the parameters $\theta = \{\beta_{1,t}, \beta_{2,t}, \beta_{3,t}, \lambda_t\}$ by nonlinear least squares for each time step. However Diebold and Li, instead fix $\lambda_t$ at a prespecified value, which allows them to compute the values of $\beta_{1,t}, \beta_{2,t}, \beta_{3,t}$ by using LSM for each step $t$. Therefore, we will also fix $\lambda_t$ before using LSM to estimate the parameters $\beta_{1,t}, \beta_{2,t}$, and $\beta_{3,t}$. We must choose $\lambda_t$ in such a way that the error between the actual yield curve and the estimated yield curve, using the Nelson-Siegel model, is minimized, for details see Chapter 3.
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2.1 Calibration with MLE and LSM

We are given the historical data and we want to find the parameters $\kappa$, $\mu$ and $\sigma$ for the Vasicek model. To do so, we will use two methods LSM and MLE. We start with LSM. The Euler discretization of the Vasicek model is given by,

$$ R(t+\triangle t, \tau) = R(t, \tau) + \kappa(\mu - R(t, \tau))\triangle t + \sigma(W_{t+\triangle t} - W_t). $$  

(2.1)

By rewriting Equation (2.1) we can use LSM to estimate the drift parameters by solving the following equation,

$$ (\hat{\kappa}, \hat{\mu}) = \arg \min_{\kappa, \mu} \sum_{i=1}^{N-1} \left( R_{(i+1, \tau)} - R_{(i, \tau)} - \kappa \mu \triangle t + \kappa R_{(i, \tau)} \triangle t \right)^2. $$  

(2.2)

Once we have solved (2.2) (in our case with MATLAB), we then compute the standard deviation of residuals and use that as estimator for the parameter $\sigma$ which we define as $(\hat{\sigma})$. Thus, we have an estimator for $(\kappa, \mu, \sigma)$ which is, $(\hat{\kappa}, \hat{\mu}, \hat{\sigma})$. We can do the transformations in Section 1.2 to get the parameters for $r_t$. Note that for LSM we do not use the conditional density function or the density function. Any discretization suffices, in our case we used the Euler discretization to estimate the parameters.

Next, we will use MLE to estimate the parameters $(\kappa, \mu, \sigma)$. Since $R_t$ follows a Markov process it follows that $(R_{(t+\triangle t, \tau)} | R_{(t, \tau)})$ is independent and identically distributed with conditional density function and density function [18]. Therefore, MLE is given by

$$ L(\theta; R_{(2, \tau)}| R_{(1, \tau)}, \ldots, R_{(N, \tau)}| R_{(N-1, \tau)}) = f(R_{(2, \tau)}| R_{(1, \tau)}, \ldots, R_{(N, \tau)}| R_{(N-1, \tau)}; \theta) $$  

$$ = \prod_{i=1}^{N-1} f(R_{(i+1, \tau)}| R_{(i, \tau)}; \theta), $$  

(2.3)

with $\theta = (\kappa, \mu, \sigma)$. In our case it is more convenient to work with the log-likelihood, which is the logarithm of the likelihood function $L$. Thus, we get
\( \ell(\theta; R_{(2,\tau)}|R_{(1,\tau)}, \ldots, R_{(N,\tau)}|R_{(N-1,\tau)}) = \ln \left( \mathcal{L}(\theta; R_{(2,\tau)}|R_{(1,\tau)}, \ldots, R_{(N,\tau)}|R_{(N-1,\tau)}) \right) \)

\[= \sum_{i=1}^{N-1} \ln \left( f(\theta; R_{(2,\tau)}|R_{(1,\tau)}, \ldots, R_{(N,\tau)}|R_{(N-1,\tau)}) \right). \]

Many articles, such as Durham and Gallant (2002), have approximated the likelihood function of a continuous system analytically and computed it by numerical methods. Despite its good asymptotic properties, MLE can produce a huge bias in the estimated parameters in the short rate models. It is well known that the bias is mainly found in the drift parameters see for instance Merton [14], Ball and Torous [2] and Yu and Phillips [23]. Merton first discovered the bias when estimating parameters with the Black-Scholes model. The difficulty in the drift parameter comes from the estimation approaches, including MLE. The problem increases when the process has a lack of dynamics, which happens when \( \kappa \) is small. As mentioned by Yu and Phillips [24] and in our test results, see Section 2.4, MLE and LSM for \( \kappa \) can produce a bias of more than 400%. The prices of bond options and other derivative securities depend mainly on the value of unknown parameters. Yu and Phillips [24] introduced the jackknife method to reduce the bias in parameter estimation, however this comes with an increase in the variance. Aït-Sahalia [1] and Tang and Chen [20] used bootstrapping combined with MLE to reduce the bias in the parameters, this reduces the bias without increasing the variance.

### 2.2 Calibration with Kalman Filter

In 1960, Rudolph E. Kalman published his famous paper [12] introducing a powerful linear filtering technique named after him. The Kalman filter is a method that provides an efficient recursive algorithm to estimate the state of a process, in a way that minimizes the mean of the squared error. The filter is very powerful because it supports estimations of past, present and future states, this can be done even when exact parameters of the model are not known.

A good introduction of the Kalman filter is given in [22]. We will try to follow this paper briefly but give a more detailed introduction of the Kalman filter. The Kalman filter addresses the general problem of trying to estimate the state transition space \( x \in \mathbb{R}^n \) of a discrete time controlled process that is governed by the linear stochastic differential equation,

\[ x_t = Ax_{t-1} + Bu_{t-1} + w_t, \tag{2.5} \]

with a measurement space \( z \in \mathbb{R}^m \) that is observed. Thus,

\[ z_t = Hx_t + v_t. \tag{2.6} \]

The variable \( u_{t-1} \in \mathbb{R}^n \) is the optional control input, we assume that \( u_{t-1} \) is equal to the identity matrix. The random variables \( w_t \) and \( v_t \) represent the process and measurement noise respectively. They are assumed to be independent and following a normal distribution. Thus, \( w_t \sim \mathcal{N}(0, Q_t) \) and \( v_t \sim \mathcal{N}(0, R_t) \), where
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\[ Q_t = \begin{pmatrix} q_{t1}^2 & 0 & \cdots & 0 \\ 0 & q_{t2}^2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & q_{tt}^2 \end{pmatrix}, \]

and

\[ R_t = \begin{pmatrix} \rho_{t1}^2 & 0 & \cdots & 0 \\ 0 & \rho_{t2}^2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \rho_{tt}^2 \end{pmatrix}. \]

The covariance matrices \( Q_t \) and \( R_t \) are time dependent, therefore, they may change with each time step or measurement. However, we will take the covariance matrix \( R_t \) constant. Minimizing this will result in a more reliable estimated parameters as we will show later in this section. In Section 2.4 we will also demonstrate this when testing the Kalman filter. We know that since \( w_t \sim \mathcal{N}(0, Q_t) \),

\[ p(x_t|x_{t-1}) \sim \mathcal{N}(Ax_{t-1} + B, Q_t), \] (2.7)

and since \( v_t \sim \mathcal{N}(0, R_t) \) we have

\[ p(z_t|x_t) \sim \mathcal{N}(Hx_t, R_t). \] (2.8)

It follows that,

\[ p(x_t|z_t) \sim \mathcal{N}(\mu_t, \sigma_t^2), \] (2.9)

for details see [22]. We want to find \( \mu_t \) and \( \sigma_t^2 \). We define \( \hat{x}_{t|t-1} \) to be the estimated value of \( x_t \) at time \( t \), using information up to \( t - 1 \) and \( \mathbb{E}[\hat{x}_{t|t-1}] \) is the expected value of this estimate. The estimated error at time \( t \) is given by,

\[ \Delta x_{t|t-1} = x_t - \hat{x}_{t|t-1} \]
\[ = x_t - \mathbb{E}[\hat{x}_{t|t-1}] \]
\[ = Ax_{t-1} + B + w_t - (A\hat{x}_{t-1|t-1} + B) \]
\[ = A(x_{t-1} - \hat{x}_{t-1|t-1}) + w_t \]
\[ = A\Delta \hat{x}_{t-1|t-1} + w_t. \]

We define the covariance of estimated error at time \( t \) given information up to \( t - 1 \) as \( P_{t|t-1} \). If we want to compute the covariance of estimated error \( P_{t|t-1} \), then it suffices to compute \( \mathbb{E}[\Delta x_{t|t-1} \Delta x_{t|t-1}^T] \), because \( \mathbb{E}[\Delta x_{t|t-1}] = 0 \). Thus, we get

\[^1\text{In this section } T = \text{ transpose and not the maturity time, hence } A^T = \text{ the transpose of a matrix } A.\]
Next, we define $\epsilon_{t|t-1}$, also called innovation or measurement residual, as the difference between our observed data at time $t$ and the data we expected to observe at time $t-1$, that is,

$$
\epsilon_{t|t-1} = z_t - H\hat{x}_{t|t-1}.
$$

(2.10)

Define $K$ as the Kalman gain matrix. The Kalman gain matrix is a correction added to the estimate, $\hat{x}_{t|t-1}$, that is proportional to the measurement residual. Therefore, we have

$$
\hat{x}_{t|t} = \hat{x}_{t|t-1} + K\epsilon_{t|t-1}
$$

(2.11)

$$
= \hat{x}_{t|t-1} + K(z_t - H\hat{x}_{t|t-1}).
$$

The matrix $K$ is chosen in such a way that it minimizes, $P_{t|t}$, the covariance of estimated error at time $t$. So let us first find an expression for $P_{t|t}$, before we give an expression for $K$. 

$$
P_{t|t-1} = E \left[ \Delta x_{t|t-1} \Delta x_{t|t-1}^T \right]
$$

$$
= E \left[ \left( A\Delta x_{t-1|t-1} + w_t \right) \left( A\Delta x_{t-1|t-1} + w_t \right)^T \right]
$$

$$
= E \left[ \left( A\Delta x_{t-1|t-1} + w_t \right) \left( \Delta x_{t-1|t-1}^T A^T + w_t^T \right) \right]
$$

$$
= E \left[ A\Delta x_{t-1|t-1} \Delta x_{t-1|t-1}^T A^T + A\Delta x_{t-1|t-1} w_t^T + w_t \Delta x_{t-1|t-1}^T A^T + w_t w_t^T \right]
$$

$$
= A \left( E \left[ \Delta x_{t-1|t-1} \Delta x_{t-1|t-1}^T \right] \right) A^T + E \left[ w_t w_t^T \right]
$$

$$
= AP_{t-1|t-1}A^T + Q_t.
$$
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\[ P_{\{t\mid t\}} = \mathbb{E} \left[ \Delta x_{t\mid t} \Delta x_{t\mid t}^T \right] \]

\[ = \mathbb{E} \left[ (x_t - \hat{x}_t) (x_t - \hat{x}_t)^T \right] \]

\[ = \mathbb{E} \left[ (x_t - \hat{x}_{t\mid t-1} - K \epsilon_{t\mid t-1}) (x_t - \hat{x}_{t\mid t-1} - K \epsilon_{t\mid t-1})^T \right] \]

\[ = \mathbb{E} \left[ (x_t - \hat{x}_{t\mid t-1} - K (z_t - H \hat{x}_{t\mid t-1})) (x_t - \hat{x}_{t\mid t-1} - K (z_t - H \hat{x}_{t\mid t-1}))^T \right] \]

\[ = \mathbb{E} \left[ (I - KH)(x_t - \hat{x}_{t\mid t-1}) - Kv_t \right] \left[ (I - KH)(x_t - \hat{x}_{t\mid t-1}) - Kv_t \right]^T \]

\[ = (I - KH)\mathbb{E}[(x_t - \hat{x}_{t\mid t-1})(x_t - \hat{x}_{t\mid t-1})^T] (I - KH)^T + K\mathbb{E}[v_tv_t^T]K^T \]

\[ = (I - KH)P_{\{t\mid t-1\}} (I - KH)^T + KR_tK^T \]

\[ = P_{\{t\mid t-1\}} - P_{\{t\mid t-1\}} H^T K^T - KHP_{\{t\mid t-1\}} + KHP_{\{t\mid t-1\}} H^T K^T + KR_tK^T, \]

where \( I \) = identity matrix. So we have

\[ P_{\{t\mid t\}} = P_{\{t\mid t-1\}} - P_{\{t\mid t-1\}} H^T K^T - KHP_{\{t\mid t-1\}} + KHP_{\{t\mid t-1\}} H^T K^T + KR_tK^T. \quad (2.12) \]

If we want to minimize the covariance of \( P_{\{t\mid t\}} \), we can use the mean square error measure

\[ \mathbb{E} \left[ \left| x_t - \hat{x}_t \right|^2 \right] = \text{tr} \left( \mathbb{E} [\Delta x_{t\mid t} \Delta x_{t\mid t}^T] \right) \]

\[ = \text{tr}(P_{\{t\mid t\}}). \]

If we then take the trace of both sides and find the gradient with respect to \( K \) we get

\[ \nabla_K \text{tr}(P_{\{t\mid t\}}) = -P_{\{t\mid t-1\}} H^T - P_{\{t\mid t-1\}} H^T + 2KHP_{\{t\mid t-1\}} H^T + 2KR_t. \]

By setting the left-hand side equal to zero and making \( K \) the subject, we find the value \( K \) that minimizes \( P_{\{t\mid t\}} \). Therefore, the Kalman gain matrix equals

\[ K = P_{\{t\mid t-1\}} H^T (HP_{\{t\mid t-1\}} H^T + R_t)^{-1}. \quad (2.13) \]
Note that when the covariance matrix $R_t$, approaches zero the Kalman gain matrix weights the residual more heavily. In other words, the measurement space $z_t$ is assumed to be more and more reliable. Our measurement in the short interest rate models is the compound interest rate, the historical data. The historical data must be trusted, therefore, we ought to minimize $R_t$, the variance of error term $v_t$ in Equation (2.6), to get a reliable estimated parameters. However, if the estimated covariance matrix $P_{t|t-1}$ approaches zero we see that,\[ \lim_{P_{t|t-1} \to 0} K = 0, \] (2.14) which means that the Kalman gain matrix weights the residuals less heavily. In other words, the measurement space $z_t$ is assumed to be less and less reliable. What is left to update is the covariance of estimated error at time $t$, $P_{t|t}$. We can do this by putting Equation (2.13) into Equation (2.12). This gives us\[ P_{t|t} = (I - KH)P_{t|t-1}. \] (2.15)

So now we know the distribution of Equation (2.9), namely\[ p(x_t|z_t) \sim N(\hat{x}_t|t, P_{t|t}). \] (2.16)

The log-likelihood function is given by\[ \ell(\theta) = -\frac{n}{2} \ln(2\pi) - \frac{1}{2} \sum_{t=1}^{N} \ln \left[ \det \left( P_{t|t} \right) \right] - \frac{1}{2} \epsilon_t^T \left( P_{t|t} \right)^{-1} \epsilon_t, \] (2.17)

with $n$ as the dimension space of $x_t$ as defined at the start and $N$ = the number of the collected data. The Equation (2.17) is also called Quasi Maximum logLikelihood estimator which best explains the observed values of $x_t$.

Putting all the steps together we have the Kalman filter algorithm:

1. Choose initial values for $\hat{x}_{t-1|t-1}$ and $P_{t-1|t-1}$,
2. $\hat{x}_{t|t-1} = A\hat{x}_{t-1|t-1} + B$,
3. $P_{t|t-1} = AP_{t-1|t-1} A^T + Q_t$,
4. $\epsilon_{t|t-1} = z_t - H\hat{x}_{t|t-1}$,
5. $K = P_{t|t-1} H^T (HP_{t|t-1} H^T + R_t)^{-1}$,
6. $\hat{x}_{t|t} = \hat{x}_{t|t-1} + K\epsilon_{t|t-1}$,
7. $P_{t|t} = (I - KH)P_{t|t-1}$.

In this thesis we will only show how the Kalman filter is applied to the CIR model, because the steps for the Vasicek model are almost identical. The only differences are the choice of the matrices in Equation (2.5) and the moments.
2.3 Calibration with the Long Term Quantile method

In this section we will explain the Long Term Quantile (LTQ) method, which is the method used by Rabobank for calibration purposes. The major assumption in this model is that the quantiles from the historical data are representative for quantiles in the future. Therefore, a 95% confidence interval is taken from the historical data and the parameters in the short interest rate model are chosen such that in 95% of the cases the generated interest rates will fall within the confidence interval taken from the historical data. Sometimes the best way to explain a method is by given an example. We will show how this method works for the Vasicek model. We know that for the Vasicek model the compound interest model is normally distributed. Recall,

\[ R(t, \tau) = \alpha_\tau + \beta_\tau r(t), \quad (2.18) \]

and

\[ dR(t, \tau) = \kappa \left( \beta_\tau \mu - \alpha_\tau - R(t, \tau) \right) dt + \beta_\tau \sigma dW_t. \quad (2.19) \]

Therefore, we get

\[
\begin{align*}
\mathbb{E}[R(t+\Delta t, \tau)|R(t, \tau)] &= \mathbb{E}[\alpha_\tau + \beta_\tau r_{t+\Delta t}|R(t, \tau)] \\
&= \alpha_\tau + \beta_\tau \mathbb{E}[r_{t+\Delta t}|R(t, \tau)] \\
&= \alpha_\tau + \beta_\tau e^{-\kappa \Delta t} r_t + \mu(1 - e^{-\kappa \Delta t}),
\end{align*}
\]

and

\[
\begin{align*}
\text{Var}[R(t+\Delta t, \tau)|R(t, \tau)] &= \text{Var}[\alpha_\tau + \beta_\tau r_{t+\Delta t}|R(t, \tau)] \\
&= \text{Var}[\beta_\tau r_{t+\Delta t}|R(t, \tau)] \\
&= \beta_\tau^2 \text{Var}[r_{t+\Delta t}|R(t, \tau)] \\
&= \beta_\tau^2 \left( \frac{\sigma^2}{2\kappa} \right) (1 - e^{-2\kappa \Delta t}).
\end{align*}
\]

Therefore, if \( t \to \infty \) we get

\[
\lim_{t \to \infty} R(t, \tau) \sim \mathcal{N} \left( \beta_\tau - \alpha_\tau, \beta_\tau^2 \frac{\sigma^2}{2\kappa} \right). \quad (2.20)
\]

Another key assumption that is made in the LTQ method is that the drift term is ignored. There is a logical reason behind this, Rabobank collects the data on a daily bases which means that \( dt = \Delta t \) is very small and hence can be ignored. This means,

\[ dR(t, \tau) = \beta_\tau \sigma dW_t. \quad (2.21) \]
Using Equation (2.21) with the collected historical data we can solve $\beta_r\sigma$. Suppose we collected $N$ different data this gives us,

$$
\beta_r\sigma = \sqrt{\frac{\sum_{t=1}^{N} (R(t,\tau) - R(t-1,\tau))}{(N-1)\Delta t}}.
$$

(2.22)

Thus, for the 95% confidence interval we have

$$
P\left(\beta_r - \alpha_r - q\beta_r^2\frac{\sigma^2}{2\kappa} < \lim_{t \to \infty} R(t,\tau) < \beta_r - \alpha_r + q\beta_r^2\frac{\sigma^2}{2\kappa}\right) = q,
$$

(2.23)

with $q = 0.95$. We define $(x, y, z)$ as follows,

$$
x = \beta_r\sigma,
$$

$$
y = \beta_r - \alpha_r - q\beta_r^2\frac{\sigma^2}{2\kappa},
$$

$$
z = \beta_r - \alpha_r + q\beta_r^2\frac{\sigma^2}{2\kappa}.
$$

We can solve $x$ using Equation (2.21) and $(y, z)$ can be collected from the historical data. Now we can estimate the parameters $\kappa$, $\mu$ and $\sigma$. This gives us

$$
\kappa = 2\left(\frac{xq}{z-y}\right)^2,
$$

$$
\sigma = \frac{x}{\beta_r},
$$

$$
\mu = \frac{y + z}{2} + \frac{\sigma^2 - x\sigma}{2\kappa^2} - \frac{x^2\tau}{4\kappa^2}.
$$

2.4 Testing and Comparing the Methods

In the previous sections we described the calibration of 4 different methods. Before using any of the methods it is wise to test the accuracy of the methods. Some may suggest using Monte Carlo, but we do not want to use Monte Carlo simulation for the simple reason that we only collect the data for 9 different contracts and not thousands of different contracts. The collected data from Rabobank is from 1 January 2001 up to 1 September 2011. That is approximately 10 years of data. Therefore, we simulate 10 years of data using Euler’s forward scheme. We want to eliminate (or minimize to almost zero) any bias caused by the discretization. Before we explain how we will do that, we first describe the model that we will use for this test. In Chapter 1 we discussed three different models.
2.4. TESTING AND COMPARING THE METHODS

For the test we will use the Vasicek model. There are two reasons for this. Firstly, the Vasicek model is the easiest model to work with. Secondly, the parameters in this model can be estimated using any method, unlike the CIR model which parameters can only be fitted with the Kalman filter. Therefore, the Vasicek model is the only “fair” model to do this test. We want to eliminate the bias in the discretization. This can be done as follows.

First, we choose the parameters \( \kappa = 0.1, \mu = 0.05 \) and \( \sigma = 0.02 \), with initial value \( r_0 = 0.06 \).

Then, we simulate the short rates using Euler’s forward scheme with \( \Delta t = \frac{1}{12} \) (assuming that we are measuring the data once every month) \( \Delta t \) for 9 different contracts defined as \( \tau = \{ 1 \text{ month}, 3 \text{ months}, 6 \text{ months}, 1 \text{ year}, 2 \text{ years}, 5 \text{ years}, 10 \text{ years}, 20 \text{ years}, 30 \text{ years} \} \). Thus,

\[
    r_{t+\frac{\Delta t}{10}} = r_t + \kappa(\mu - r_t)\frac{\Delta t}{10} + \sigma\sqrt{r_t}(W_{t+\frac{\Delta t}{10}} - W_t). \tag{2.24}
\]

Then, we take the compound interest as a function of the 10th short interest rates,

\[
    R(t + \Delta t, \tau) = \alpha_\tau + \beta_\tau r(t + \Delta t). \tag{2.25}
\]

We want to show the strength of the Kalman filter method. Therefore, we first estimate the parameters for one contract \( \tau = 1 \) month. We define \( \hat{\kappa}, \hat{\mu} \) and \( \hat{\sigma} \) as the estimated values for \( \kappa, \mu \) and \( \sigma \) respectively. If we look at Table 2.1, Table 2.2 and Table 2.3, we see that the diffusion parameter \( \sigma \) comes with the smallest bias. This is because the Euler discretization of the Vasicek model is only confined to the diffusion part. In general, discretization schemes are likely to encounter this kind of systematic bias \[13\]. However, if \( \Delta t \to 0 \) the bias in the diffusion parameter goes to zero.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( \sigma )</th>
<th>( \hat{\sigma} )</th>
<th>Bias</th>
<th>Bias (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSM</td>
<td>0.02</td>
<td>0.0176</td>
<td>0.0024</td>
<td>12</td>
</tr>
<tr>
<td>MLE</td>
<td>0.02</td>
<td>0.0186</td>
<td>0.0014</td>
<td>7</td>
</tr>
<tr>
<td>LTQ</td>
<td>0.02</td>
<td>0.0180</td>
<td>0.0020</td>
<td>10</td>
</tr>
<tr>
<td>Kalman Filter</td>
<td>0.02</td>
<td>0.0130</td>
<td>0.0070</td>
<td>34</td>
</tr>
</tbody>
</table>

*Table 2.1: Estimated \( \sigma \) values for each method using only \( \tau = 1 \) month.*

If we look at Table 2.2 and 2.3 we see that there is a large bias in the estimated parameter when using LSM and MLE, especially when estimating the \( \kappa \) parameter. As mentioned before the bias may be very large. The LTQ method is the best calibration method when using just one contract (e.g., \( \tau = 1 \)). Note that the Kalman filter in this case estimates the parameters with a large bias just like LSM and MLE.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( \kappa )</th>
<th>( \hat{\kappa} )</th>
<th>Bias</th>
<th>Bias (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSM</td>
<td>0.1</td>
<td>0.6506</td>
<td>0.5506</td>
<td>551</td>
</tr>
<tr>
<td>MLE</td>
<td>0.1</td>
<td>0.6689</td>
<td>0.5689</td>
<td>569</td>
</tr>
<tr>
<td>LTQ</td>
<td>0.1</td>
<td>0.1582</td>
<td>0.0582</td>
<td>58</td>
</tr>
<tr>
<td>Kalman Filter</td>
<td>0.1</td>
<td>0.5162</td>
<td>0.4162</td>
<td>416</td>
</tr>
</tbody>
</table>

*Table 2.2: Estimated \( \kappa \) values for each method using only \( \tau = 1 \) month.*

If we now estimate the parameters using all the contracts, \( \tau = \{ 1 \text{ month}, 3 \text{ months}, 6 \text{ months}, 1 \text{ year}, 2 \text{ years}, 5 \text{ years}, 10 \text{ years}, 20 \text{ years}, 30 \text{ years} \} \). Then we see that the bias in the
Parameter | $\mu$ | $\hat{\mu}$ | Bias | Bias (%)
--- | --- | --- | --- | ---
LSM | 0.05 | 0.0843 | 0.0343 | 69
MLE | 0.05 | 0.0843 | 0.0343 | 69
LTQ | 0.05 | 0.0775 | 0.0275 | 55
Kalman Filter | 0.05 | 0.0747 | 0.0247 | 49

Table 2.3: Estimated $\mu$ values for each method using only $\tau = 1$ month.

Kalman filter disappears. In other words, the independent error term $v_t$ from Equation (2.6) has variance zero. Note this is only the case in a test scenario, because when dealing with the real data we would never encounter the independent error term $v_t$ with variance zero, simply because no theoretical model can fit the historical data exactly. Therefore, when estimated the real data in Chapter 3 the reliability of our estimated parameters depends heavily on the variance of the independent error term.

For MLE the bias in the parameter $\sigma$ increases rapidly, this is because as the duration of the contract increases, $\tau = \{10$ years, $20$ years, $30$ years$\}$, the variance of $R(t, \tau)$ increases and hence the bias in the $\sigma$ sigma parameter increases. This is simultaneously the reason behind the bias increase for LSM even though the increase is much smaller there. We can see that the bias in the drift parameter $\mu$ decreases by a small margin. This is simply because for each contract the long term mean must converge to $\mu$. Therefore, the more data we collect the easier it is to estimate the long term mean. If we had used the Monte Carlo method to do this test, then the bias in the parameter $\mu$ would go to zero.

The parameter $\kappa$ is by far the most difficult one to estimate when using classic techniques like MLE and LSM, the bias reduction techniques are, therefore, mainly designed to reduce the bias in this parameter. Like in most cases the more data collected does not necessarily mean a better estimate. When dealing with only one contract we have seen that LTQ outperforms the other methods including the Kalman filter. However, when we put in all the collected data we see that the Kalman filter is by far the best method, because any sort of biasness is eliminated. Therefore, the Kalman filter is by far the best calibration method. We strongly advise this method above the alternatives (MLE, LSM and LTQ). The LTQ method is still a better alternative than MLE and LSM as the bias for the $\kappa$ estimator is reduced by a factor of 10 and when dealing with more contracts there is no increase in the bias for the parameter $\sigma$.

Parameter | $\sigma$ | $\hat{\sigma}$ | Bias | Bias (%)
--- | --- | --- | --- | ---
LSM | 0.02 | 0.0138 | 0.0062 | 31
MLE | 0.02 | 0.0510 | 0.0310 | 155
LTQ | 0.02 | 0.0209 | 0.0009 | 5
Kalman Filter | 0.02 | 0.02 | 0 | 0

Table 2.4: Estimated $\sigma$ values using all the simulated data for $\tau$.

Why does the Kalman filter method outperform the other methods? That is because the Kalman filter exploits all the collected data! The methods LSM, MLE and LTQ estimate the parameters of $R(t+\Delta t, \tau)$ separately for each $\tau$ and average them to get the results. Therefore, it does not matter if one has the collected data for just one contract or for 9 contracts because the methods do not use the collected data for different contracts efficiently. The Kalman filter
2.4. TESTING AND COMPARING THE METHODS

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\kappa$</th>
<th>$\hat{\kappa}$</th>
<th>Bias</th>
<th>Bias (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSM</td>
<td>0.1</td>
<td>0.6506</td>
<td>0.5506</td>
<td>551</td>
</tr>
<tr>
<td>MLE</td>
<td>0.1</td>
<td>0.6690</td>
<td>0.5690</td>
<td>569</td>
</tr>
<tr>
<td>LTQ</td>
<td>0.1</td>
<td>0.1582</td>
<td>0.0582</td>
<td>58</td>
</tr>
<tr>
<td>Kalman Filter</td>
<td>0.1</td>
<td>0.1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2.5: Estimated $\kappa$ values using all the simulated data for $\tau$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\mu$</th>
<th>$\hat{\mu}$</th>
<th>Bias</th>
<th>Bias (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSM</td>
<td>0.05</td>
<td>0.0741</td>
<td>0.0241</td>
<td>48</td>
</tr>
<tr>
<td>MLE</td>
<td>0.05</td>
<td>0.0723</td>
<td>0.0223</td>
<td>45</td>
</tr>
<tr>
<td>LTQ</td>
<td>0.05</td>
<td>0.0713</td>
<td>0.0213</td>
<td>43</td>
</tr>
<tr>
<td>Kalman Filter</td>
<td>0.05</td>
<td>0.05</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2.6: Estimated $\mu$ values using all the simulated data for $\tau$.

on the other hand distinguishes itself from the other methods mainly because the Kalman filter uses each collect contract efficiently. As we have seen, when only using one contract for the calibration (instead of 9 contracts) the Kalman filter comes with a large bias.

Next, we plot the yield curve, see Figure 2.1, and see what the error in the approximation does to our yield curve. Therefore, we use the estimated parameters for each method and plot them together with the actual yield curve, which has parameters $\kappa = 0.1$, $\mu = 0.05$ and $\sigma = 0.02$. We can see that even though LTQ parameters have a relatively small bias compared to LSM and MLE the yield curve of LTQ is closer to the estimated yield curve of LSM and MLE, which is way off, rather than the actual yield curve. Therefore, a relatively small biases in the parameters can still have a huge impact on the actual yield curve. This problem can be avoided by using the Kalman filter.

![Figure 2.1: A plot of the actual initial test yield curve against estimated initial yield curves using MLE, LSM and LTQ.](image)
CHAPTER 2. CALIBRATION OF INTEREST RATE MODELS

The reason for calibration is to eventually try to predict the future and compute the fairest bond price. We do not want to overestimate the bond price as this means that we are selling the bond price higher than it actually is. If another company can lower their prices with the same risk, then we lose out. However if we underestimate the bond price, this means that we sell a bond price at a lower cost than it actually is, losing money and risking bankruptcy. We will compute the bond price using Monte Carlo. Our initial value is \( r_0 = 0.06 \) and we simulate 1000 paths using Euler discretization,

\[
r_{t+\frac{\Delta t}{10}} = r_t + \kappa(\mu - r_t)\frac{\Delta t}{10} + \sigma\sqrt{r_t}(W_{t+\frac{\Delta t}{10}} - W_t).
\]

We want to see the impact of the bias on the estimated parameters on the short and long term. Therefore, we plot in Figures 2.2, 2.3 and 2.4 the bond price for a duration of 1 month, 1 year and 10 years respectively. We can see for a contract with a duration of 1 month the bias in the estimated parameters using LSM and LTQ results in an underestimate of the bond price, whereas estimation using MLE overestimates the bond price. For a contract with a duration of 1 year or 10 years, the bias in the estimated parameters using LSM, MLE and LTQ all result in an underestimate of the bond price. The gap in the ”real” bond price and the estimated bond prices, using LSM, MLE and LTQ, increases as the years increase. This results in a loss which would have been prevented using Kalman filter. Therefore, we can conclude that the Kalman filter is the best method for calibration. In Section 3.2 we will only work with the Kalman filter to estimate the parameters in the CIR model. This is not only due to the fact that the Kalman filter is a better alternative but also because LSM, MLE and LTQ cannot be applied to the CIR model as we have shown in Chapter 1.

![Figure 2.2: A plot of the actual bond price of \( \tau = 1 \) month over a period of 1 month compared to a plot using MLE, LSM and LTQ.](image)
2.4. TESTING AND COMPARING THE METHODS

Figure 2.3: A plot of the actual bond price of $\tau = 1$ month over a period of 1 year compared to a plot using MLE, LSM and LTQ.

Figure 2.4: A plot of the actual bond price of $\tau = 1$ month over a period of 10 years compared to a plot using MLE, LSM and LTQ.
Forecasting

We have seen in Chapter 2 that the Kalman filter estimates the parameters in the Vasicek model without any bias. The same argument holds for the CIR model. In this chapter we will model the interest rate using the Vasicek model, the CIR model and the Nelson-Siegel model.

3.1 Modeling data with the Vasicek model

To keep the order as in Chapter 1 we start again with the Vasicek model. As described before, the major handicap in this model is that it generates negative values for \( r_t \). However, we still want to use the Vasicek model as comparison for the CIR model later on in this chapter. Even though we strongly advise working with Kalman filter for calibration, we want to see what we get if we did the calibration using, LSM, MLE or LTQ. Table 3.1 shows the results.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( \kappa )</th>
<th>( \mu )</th>
<th>( \sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSM</td>
<td>0.3856</td>
<td>0.0264</td>
<td>0.0069</td>
</tr>
<tr>
<td>MLE</td>
<td>0.3906</td>
<td>0.0238</td>
<td>0.0325</td>
</tr>
<tr>
<td>LTQ</td>
<td>0.0904</td>
<td>0.0368</td>
<td>0.0113</td>
</tr>
<tr>
<td>Kalman Filter</td>
<td>0.2039</td>
<td>0.0492</td>
<td>0.0045</td>
</tr>
</tbody>
</table>

Table 3.1: Estimated parameters, for the Vasicek model, of the historical data (from 1 January 2001 - 1 September 2011) for EUR.

The dimension space of \( \tau \) is 9, because we have the historical data for 9 different contracts. This means that the dimension space of the variance of the independent error term \( v_t \) of Equation (2.6) has dimension space of \( 9 \times 9 \), with non zero values only at the diagonal. Recall, the values at the diagonal were defined as \( \rho_1, \cdots, \rho_n \). The corresponding \( \rho_1, \cdots, \rho_n \), with the estimated parameters of the Vasicek model are given in Table 3.2.

Next, we plot the yield curves. Unlike in Section 2.4 we are now dealing with 9 different values for \( R(0, \tau) \) (we take \( t = 0 \) to be equal to 1 January 2001). This is because, in Section 2.4 we choose one initial value for \( r_t \), hence we had one initial value for \( R(0, \tau) \) that corresponded to all maturities and plotted our yield curves for this starting value. This is not the case for
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<table>
<thead>
<tr>
<th>Variance</th>
<th>$\rho_1$</th>
<th>$\rho_2$</th>
<th>$\rho_3$</th>
<th>$\rho_4$</th>
<th>$\rho_5$</th>
<th>$\rho_6$</th>
<th>$\rho_7$</th>
<th>$\rho_8$</th>
<th>$\rho_9$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.003</td>
<td>0.001</td>
<td>0</td>
<td>0.001</td>
<td>0.003</td>
<td>0.004</td>
<td>0.004</td>
<td>0.005</td>
<td>0.006</td>
</tr>
</tbody>
</table>

Table 3.2: The variance of the independent error term $v_t$ of Equation (2.6) for the Vasicek model.

the historical data and this is also why short rate models give a poor fit of the historical yield curves as we will see later on in this section. Our 9 initial values are

\[
R(0, \tau_1) = 0.0478, \\
R(0, \tau_2) = 0.0473, \\
R(0, \tau_3) = 0.0460, \\
R(0, \tau_4) = 0.0444, \\
R(0, \tau_5) = 0.0455, \\
R(0, \tau_6) = 0.0484, \\
R(0, \tau_7) = 0.0527, \\
R(0, \tau_8) = 0.0568, \\
R(0, \tau_9) = 0.0572,
\]

with $\tau_1 =$ contract for 1 month, $\tau_2 =$ contract for 3 months, \ldots, $\tau_9 =$ contract for 30 years. In other words, instead of one initial value we have 9 different initial values and, hence we get 9 different yield curves. Therefore, we use the estimated parameters for each method and plot them together with the actual initial yield curve. See Figures 3.1, 3.2, up to, 3.11 for a plot of the yield curves using the Kalman filter, LSM, MLE and LTQ. We can see that the Kalman filter estimation is the closest to the actual initial yield curve for each initial value of $R(0, \tau_i)$, with $i = 1, \ldots, 9$ followed by LTQ, as was the case in Section 2.4.
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Figure 3.1: A plot of the actual initial yield curve, for the Vasicek model, against estimated initial yield curves, with $R(0, \tau_1)$, using the Kalman Filter (KF), MLE, LSM and LTQ.

Figure 3.2: A plot of the actual initial yield curve, for the Vasicek model, against estimated initial yield curves, with $R(0, \tau_2)$, using the Kalman Filter (KF), MLE, LSM and LTQ.
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Figure 3.3: A plot of the actual initial yield curve, for the Vasicek model, against estimated initial yield curves, with \( R(0, \tau_3) \), using the Kalman Filter (KF), MLE, LSM and LTQ.

Figure 3.4: A plot of the actual initial yield curve, for the Vasicek model, against estimated initial yield curves, with \( R(0, \tau_4) \), using the Kalman Filter (KF), MLE, LSM and LTQ.
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Figure 3.5: A plot of the actual initial yield curve, for the Vasicek model, against estimated initial yield curves, with $R(0, \tau_5)$, using the Kalman Filter (KF), MLE, LSM and LTQ.

Figure 3.6: A plot of the actual initial yield curve, for the Vasicek model, against estimated initial yield curves, with $R(0, \tau_6)$, using the Kalman Filter (KF), MLE, LSM and LTQ.
Figure 3.7: A plot of the actual initial yield curve, for the Vasicek model, against estimated initial yield curves, with $R(0,\tau_7)$, using the Kalman Filter (KF), MLE, LSM and LTQ.

Figure 3.8: A plot of the actual initial yield curve, for the Vasicek model, against estimated initial yield curves, with $R(0,\tau_8)$, using the Kalman Filter (KF), MLE, LSM and LTQ.
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Figure 3.9: A closed up plot of the actual initial yield curve, for the Vasicek model, against estimated initial yield curves, with $R(0, \tau_9)$, using the Kalman Filter (KF), MLE, LSM and LTQ.

Figure 3.10: A plot of the actual initial yield curve, for the Vasicek model, against estimated initial yield curves, with $R(0, \tau_8)$, using the Kalman Filter (KF), MLE, LSM and LTQ.
Now we give a plot of the KF estimated parameters for the for several different time steps, see Figures 3.12, up to, 3.16.

Figure 3.12: A plot of the actual yield curve on 01/01/2003, for the Vasicek model, against estimated yield curves, using the Kalman Filter (KF).

Figure 3.11: A closed up plot of the actual initial yield curve, for the Vasicek model, against estimated initial yield curves, with R(0, τ₉), using the Kalman Filter (KF), MLE, LSM and LTQ.
Figure 3.13: A plot of the actual yield curve 03/01/2005, for the Vasicek model, against estimated yield curves, using the Kalman Filter (KF).

Figure 3.14: A plot of the actual yield curve 01/01/2008, for the Vasicek model, against estimated yield curves, using the Kalman Filter (KF).
Figure 3.15: A plot of the actual yield curve 01/01/2010, for the Vasicek model, against estimated yield curves, using the Kalman Filter (KF).

Figure 3.16: A plot of the actual yield curve 03/01/2011, for the Vasicek model, against estimated yield curves, using the Kalman Filter (KF).
Next, we plot the estimated bond price for a contract with maturity of 1 month, 1 year and 10 years over a period of 1 month, 1 year and 10 years respectively for each method. We compute our estimated bond price in the same way as in Chapter 2 using Monte Carlo simulation, in Figures 3.17, 3.18 and 3.19 we can see the results. Note that such as in Section 2.4, the LTQ method is closed to the Kalman filter estimation.

Figure 3.17: A plot of the simulated bond price for $\tau = 1$ month with initial value $R(0, \tau_1)$, for the Vasicek model, for 1 month compared to a plot using the Kalman Filter (KF) MLE, LSM and LTQ.
Figure 3.18: A plot of the simulated bond price for $\tau = 1$ year with initial value $R(0, \tau_4)$, for the Vasicek model, for 1 year compared to a plot using the Kalman Filter (KF) MLE, LSM and LTQ.

Figure 3.19: A plot of the simulated bond price for $\tau = 10$ years with initial value $R(0, \tau_7)$, for the Vasicek model, for 10 years compared to a plot using the Kalman Filter (KF) MLE, LSM and LTQ.
3.2 Modeling data with the Cox Ingersoll Ross model

In this section we will model the historical data using the CIR model. The parameters in this model can only be estimated using the Kalman filter. We will give a brief explanation of the Kalman filter applied to the CIR model. There is a relationship between compound interest rate \( R(t, \tau) = R_t(\tau) \) and the short interest rate \( r_t \), as shown in the previous chapters. We define the short interest rate, \( r_t \), as transition space, with \( w_t \) defined as in Equation (2.5). Therefore, we have

\[
r_t = G + Hr_{t-1} + w_t,
\]

with

\[
G = \mu(1 - e^{-\kappa \Delta t}),
\]

\[
H = e^{-\kappa \Delta t},
\]

\[
w_t = r_t e^{-\kappa \Delta t} \left( \frac{\sigma^2}{\kappa} \right)(1 - e^{-\kappa \Delta t}) + \mu \left( \frac{\sigma^2}{2\kappa} \right)(1 - e^{-\kappa \Delta t})^2.
\]

The measure space is defined as

\[
R_t(\theta) = C(\theta) + D(\theta)r_t + v_t,
\]

where \( \theta = (\kappa, \mu, \sigma) \), \( D(\theta) \) and \( C(\theta) \) are vectors with \( C(\theta) = c_i = -\ln(A(\tau_i)) / \tau_i \) and \( D(\theta) = d_i = B(\tau_i) / \tau_i \) and \( v_t \) defined as in Equation (2.6).

Now that we have described the space representation of the CIR model. We will apply the Kalman filter. The first step in the algorithm is to choose the initial mean as \( \mathbb{E}[r_t | r_0] = \mu \) and initial variance as \( \text{Var}[r_t | r_0] = \frac{\mu^2 \kappa^2}{2\kappa} \). See below, were we outlined the updating equations used in the Kalman filter.

\[
R_t = C(\theta) + D(\theta)\mathbb{E}[r_t | r_{t-1}],
\]

\[
\epsilon_t = R_t - R_{t-1}
\]

\[
\text{Var}[R_t | R_{t-1}] = D(\theta)\text{Var}[r_t | r_{t-1}]D(\theta)^T + v_t,
\]

\[
K_t = \text{Var}[r_t | r_{t-1}]D(\theta)^T(\text{Var}[R_t | R_{t-1}])^{-1},
\]

\[
\mathbb{E}[r_{t+1} | r_t] = \mathbb{E}[r_{t+1} | r_t] + K_t \epsilon_t,
\]

\[
\text{Var}[r_{t+1} | r_t] = \text{Var}[r_t | r_{t-1}] - K_t D(\theta)\text{Var}[r_t | r_{t-1}].
\]

\[\text{\textsuperscript{1}}\text{It is important to point out that if the parameters } \kappa, \mu \text{ and } \sigma \text{ are not known then we cannot compute } A(\tau) \text{ or } B(\tau), \text{ because } A(\tau) = A(\tau, \kappa, \mu, \sigma) \text{ and } B(\tau) = B(\tau, \kappa, \mu, \sigma).\]
with \( K_t \) = the Kalman gain matrix at time \( t \). Under the assumption that the errors, \( \epsilon_t \), are normally distributed, we can construct the Quasi Maximum logLikelihood estimator,

\[
\ell(\theta) = -\frac{n}{2} \ln(2\pi) - \frac{1}{2} \sum_{i=1}^{N} \ln \left[ \det \left( \text{Var} \left[ R_{t_i} | R_{t_{i-1}} \right] \right) \right] - \frac{1}{2} \epsilon_{t_i} \left( \text{Var} \left[ R_{t_i} | R_{t_{i-1}} \right] \right)^{-1} \epsilon_{t_i},
\]

with \( n = \) number of contracts and \( N = \) number of collected data for each contract. Therefore, the best estimator for \( \theta \) is found by maximizing (3.9). We will do so using MATLAB optimization function `fmincon`. This functions finds a constrained minimum of a function of several variables specified by,

\[
\min \ f(x) \text{ such that = } \begin{cases} 
  c(x) \leq 0, & \text{(nonlinear constraint)} \\
  ceq(x) = 0, & \text{(nonlinear constraint)} \\
  A \cdot x \leq b, & \text{(linear constraint)} \\
  Aeq \cdot x = beq, & \text{(linear constraint)} \\
  lb \leq x \leq ub, & \text{(bounds)} 
\end{cases}
\]

\( x, b, beq, lb, \) and \( ub \) are vectors, \( A \) and \( Aeq \) are matrices, \( c(x) \) and \( ceq(x) \) are functions that return vectors, and \( f(x) \) is a function that returns a scalar. Furthermore, \( f(x), c(x), \) and \( ceq(x) \) can be nonlinear functions. We want to maximize the function in Equation (3.9), this is the same as minimizing \(-\ell(\theta)\) in Equation (3.9).

Table 3.3 shows the estimated parameters for the CIR model and Table 3.4 the \( \rho_n \) values that correspond to them.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>( \kappa )</th>
<th>( \mu )</th>
<th>( \sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kalman Filter</td>
<td>0.1990</td>
<td>0.0497</td>
<td>0.0354</td>
</tr>
</tbody>
</table>

*Table 3.3: Estimated parameters, for the CIR model, of the historical data (from 1 January 2001 - 1 September 2011) for EUR.*

<table>
<thead>
<tr>
<th>Variance</th>
<th>( \rho_1 )</th>
<th>( \rho_2 )</th>
<th>( \rho_3 )</th>
<th>( \rho_4 )</th>
<th>( \rho_5 )</th>
<th>( \rho_6 )</th>
<th>( \rho_7 )</th>
<th>( \rho_8 )</th>
<th>( \rho_9 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.003</td>
<td>0.001</td>
<td>0</td>
<td>0.001</td>
<td>0.003</td>
<td>0.004</td>
<td>0.004</td>
<td>0.005</td>
<td>0.006</td>
</tr>
</tbody>
</table>

*Table 3.4: The variance of the independent error term \( v_t \) of Equation (2.6) for the CIR model.*

Now we plot the yield curves. This is done by the same way as the Vasicek model, we first compute \( R(0, \tau_i) \) for \( i = 1, \ldots, 9 \). This gives us,
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\[ R(0, \tau_1) = 0.0478, \]
\[ R(0, \tau_2) = 0.0473, \]
\[ R(0, \tau_3) = 0.0460, \]
\[ R(0, \tau_4) = 0.0444, \]
\[ R(0, \tau_5) = 0.0455, \]
\[ R(0, \tau_6) = 0.0484, \]
\[ R(0, \tau_7) = 0.0527, \]
\[ R(0, \tau_8) = 0.0568, \]
\[ R(0, \tau_9) = 0.0572. \]

We plotted all these yield curves in Figures 3.20, up to, 3.25. In Section 3.4 we will give a plot of the bond price comparing this with the Vasicek model.

![Figure 3.20: A plot of the actual initial yield curve, for the CIR model, against estimated yield curves, using the Kalman Filter (KF).](image-url)
Figure 3.21: A plot of the actual yield curve on 01/01/2003, for the CIR model, against estimated yield curves, using the Kalman Filter (KF).

Figure 3.22: A plot of the actual yield curve on 03/01/2005, for the CIR model, against estimated yield curves, using the Kalman Filter (KF).
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Figure 3.23: A plot of the actual yield curve 01/01/2008, for the CIR model, against estimated yield curves, using the Kalman Filter (KF).

Figure 3.24: A plot of the actual yield curve 01/01/2010, for the CIR model, against estimated yield curves, using the Kalman Filter (KF).
Figure 3.25: A plot of the actual yield curve 03/01/2011, for the CIR model, against estimated yield curves, using the Kalman Filter (KF).
3.3 Modeling data with the Nelson-Siegel model

The Nelson-Siegel model is the easiest to calibrate, as described in Chapter 1. We have

\[ R_t(\tau) = \beta_{1,t} \kappa_1 + \beta_{2,t} \kappa_2 + \beta_{3,t} \kappa_3, \]  

(3.10)

with

\[ \kappa_1 = 1, \]

\[ \kappa_2 = \frac{1 - e^{-\lambda_t \tau}}{\lambda_t \tau}, \]

\[ \kappa_3 = \frac{1 - e^{-\lambda_t \tau}}{\lambda_t \tau} - e^{-\lambda_t \tau}. \]

Recall, \( \lambda_t \) is fixed. Therefore, we first compute \( \lambda_t \) using MATLAB (optimization function \texttt{fmincon}) and get \( \lambda_t = 0.6807 \). This now allows us to estimate \( \beta_{1,t}, \beta_{2,t}, \beta_{3,t} \), for each time step, see Figures 3.26, 3.27, 3.28. We define \( \hat{\beta}_{1,t}, \hat{\beta}_{2,t} \) and \( \hat{\beta}_{3,t} \) as the average value of \( \beta_{1,t}, \beta_{2,t} \) and \( \beta_{3,t} \) respectively, see Table 3.5.

![Figure 3.26: A plot of the yield curve level and the parameters \( \beta_{1,t} \) of the Nelson-Siegel model.](image-url)
Figure 3.27: A plot of the yield curve slope and the parameters $-\beta_{2,t}$ of the Nelson-Siegel model.

Figure 3.28: A plot of the yield curve curvature and the parameters $\beta_{3,t}$ of the Nelson-Siegel model.
3.4 Comparing the Results

Now that we have estimated the parameters for the Vasicek model, the CIR model and the Nelson-Siegel model. We will give a plot of the yield curves to compare these models. For the Vasicek model we will use the estimated values computed with the Kalman filter. See Figure 3.30 for the result. Note, that the Vasicek model and the CIR model both give the same initial yield curve. However, the CIR model estimates the yield curve better when different time steps are taken into account, as we have seen in Section 3.2. Plus the fact that in the CIR model the short rate values cannot turn negative, it is better to use this model.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$\hat{\beta}_{1,t}$</th>
<th>$\hat{\beta}_{2,t}$</th>
<th>$\hat{\beta}_{3,t}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0463</td>
<td>-0.0187</td>
<td>-0.0203</td>
</tr>
</tbody>
</table>

Table 3.5: Estimated parameters of the Nelson-Siegel model of the historical data (from 1 January 2001 - 1 September 2011) for EUR.

Next, we want to plot the initial yield curve. We do so using the initial values of $\hat{\beta}_{1,t}, \hat{\beta}_{2,t}$ and $\hat{\beta}_{3,t}$, see Table 3.6. See Figure 3.29 for a plot of the yield curve. We can see that the actual initial yield curve is estimated perfectly with the Nelson-Siegel model. This is clearly the reason why this model is so popular by the majority of the Central Banks.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>corr $[\hat{\beta}_{1,t}, l_t]$</th>
<th>corr $[\hat{\beta}_{2,t}, s_t]$</th>
<th>corr $[\hat{\beta}_{1,t}, l_t]$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.9598</td>
<td>-0.9755</td>
<td>0.9946</td>
</tr>
</tbody>
</table>

Table 3.6: Initial estimated parameters of the Nelson-Siegel model of historical data (from 1 January 2001 - 1 September 2011) for EUR.

Figure 3.29: A plot of the actual initial yield curve level and the estimated yield curve of the Nelson-Siegel model.
Next, we compare the estimated bond price for the Vasicek model and CIR model for a duration of one month, one year and ten years. We do this using 1000 Monte Carlo simulations. See Figure 3.31, 3.32 and 3.33 for the results. We can see that the bond price of the Vasicek model is more like a straight line, because the interest rates are normally distributed and the estimated $\sigma$ is very small, looking at the historical data this is highly unlikely, therefore, the values remain around the initial value. Whereas, the bond price for the CIR model decreases over time this is due the fact that the estimated $\sigma$ here is relatively much larger, more realistic looking at the historical data. Therefore, we can conclude that the CIR model is as expected a better model to describe the interest rate.
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Figure 3.31: A plot of the bond price with the Vasicek model and the CIR model for a duration of 1 month.

Figure 3.32: A plot of the bond price with the Vasicek model and the CIR model for a duration of 1 year.
Figure 3.33: A plot of the bond price with the Vasicek model and the CIR model for a duration of 10 years.
Conclusions and Further Research

Conclusions

We have shown that calibration with MLE and LSM results in a huge bias. In the past years there have been methods developed to reduce the bias. Methods such as jackknife, bootstrap combined with MLE and LTQ, all are good alternatives as they reduce the bias with a factor between 5 and 10. However, the bias on one of the drift parameters still remains high, around 60%. We have used the Kalman filter to eliminate the bias and from this we can conclude that the Kalman filter outperforms LSM, MLE and LTQ. The strength in the Kalman filter lays in the way the method handles the collected historical data for different contracts as we have shown in Chapter 2. Therefore, we recommend Rabobank to apply the Kalman filter for calibration when dealing with short rate models, such as the Vasicek model or the CIR model (or extended versions of these models).

We have shown that short rate models, such as the Vasicek model and the CIR model, fit the initial yield curve poorly. This is due to the fact that we have 9 different initial values from the historical data and we can only apply one initial value at time zero. This results in 9 different yield curves, each fitting the yield curve poorly. However, unlike the Vasicek model, the CIR model estimates the yield curve better at different time steps as shown in Section 3.2. The Nelson-Siegel model on the other hand, fits all the yield curves perfectly. However, this raises another concern as the arbitrage rule is neglected.

The CIR model estimates the yield curves relatively much better compared to the Vasicek model. Plus the fact that in the CIR model the short rate values cannot turn negative, it is better to use this model. Even though the Nelson-Siegel model fits the yield curves perfectly, it does allow arbitrage and, therefore, must be ignored. Thus, we conclude that the CIR model is more preferable when dealing with interest rate.

Further Research

For Further research we would like to recommend Rabobank to look at the two factor CIR model as defined in [18]. We expect that this results in a more accurate estimation of the yield curves. The problem that will arise is that the partial differential equation of the bond price does not have an exact solution. However, the Kalman filter can still be applied for calibration.

In this thesis we have given a brief description of the Nelson-Siegel model. This model gives a good fit of the yield curves, however, the arbitrage rule is not obeyed. Diebold and Li have recently expanded the Nelson-Siegel model to obey the no arbitrage rule. This resulted
in a poor fit of the yield curves. The choice is really clear, one can have a perfect fit of the yield curves with the arbitrage rule obeyed or a poor fit of the yield curve with the arbitrage rule upheld. Therefore, we strongly recommend Rababank to do some research on this model and see how the arbitrage rule can be obeyed while maintaining a perfect fit of the yield curves.
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