
1. Probability spaces, Random Variables and Stochas-

tic Processes

(Ω , F , P)–a probability space

Ω: a given set

F : a family of subsets of Ω with the following prop-

erties:

(a) φ ∈ F
(b) A ∈ F ⇒ Ac = Ω \ A ∈ F
(c) A1, A2, · · · ∈ F ⇒ ⋃

i
Ai ∈ F

P: a function F −→ [0, 1] such that

(a) P (φ) = 0 , P (Ω) = 1

(b) if A1, A2, · · · ∈ F and Ai ∩ Aj = φ for i 6= j,

then P (
∞⋃
i=1

Ai) =
∞∑
i=1

P (Ai)

F is an σ-algebra on Ω and A ∈ F is an event.

P(A) = the probability that the event A occurs.
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U : a family of subsets of Ω

σ(U) =
⋂{V ,V is σ − algebra on Ω,U ⊆ V}

= the σ − algebra generated by U
Example.

U = the collection of all open subsets of Rn

B = σ(U) = Borel σ-algebra on Rn

The elements B ∈ B are called Borel sets.

Y : Ω −→ Rn is F -measurable if

Y −1(O) = { ω ∈ Ω | Y (ω) ∈ O} ∈ F
for all open sets O ⊂ Rn

X : Ω −→ Rn : any function.

σ(X) = the σ − algebra generated by X

= { X−1(B) | B ∈ B }
A random variable X is an F -measurable function

X : Ω −→ Rn.
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The distribution of X ≡ µX(B) ≡ P (X−1(B))∫

Ω
X(ω)P (dω) =

∫

R
xµX(dx) = The expectation of

X ≡ E(X)

{Xt}t∈T :a stochastic process

T : an index set

Xt: random variable

t −→ Xt(w): a sample path of {Xt}
(w ∈ Ω = a experiment or a particle)

2. Independence ,Conditional Expectation and Martin-

gales

{Ai}i∈I is independent if

P{Ai1 ∩ Ai2 ∩ · · · ∩ Aik} =
k∏

j=1
P (Aij)

for all ij ∈ Iand ij 6= il for j 6= l

{Ai}i∈I ,Ai ⊆ F , is independent if

P{Ai1 ∩ Ai2 ∩ · · · ∩ Aik} =
k∏

j=1
P (Aij)

∀Aij ∈ Aij , ij 6= il for j 6= l

{Xi}i∈I is independent if {σ(Xi)}i∈I is independent.
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(Ω , F , P)–a probability space.

X: a random variable , E|X| < ∞
G: a sub σ-algebra of F
Y = E[X|G] = the conditional expectation of X

given G if

(a) Y is G-measuable .

(b) E(Y 1A) = E(X1A), ∀A ∈ G
Exercise

Let (Ω,F , P ) be a probability space and let

X : Ω → R be a random variable with E[|X|] < ∞.

If G ⊂ F is a finite σ-algebra , then there exists a

partition Ω =
n⋃

i=1
Gi such that G consists of ∅ and

unions of some (or all) of G1, · · · , Gn.

(a) Explain why E[X|G](ω) is constant on each Gi

(b) Assume that P (Gi) > 0. Show that

E[X|G](ω) =

∫

Gi
XdP

P (Gi)
for ω ∈ Gi

(c) Suppose X assumes only finitely many values

a1, · · · , am. Then from elementary probability
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theory we know that

E[X|Gi] =
m∑

k=1
akP (X = ak|Gi)

Compare with (b) and verify that

E[X|Gi] = E[X|G](ω) ω ∈ Gi

Thus we may regard the conditional expectation as

a (substantial) generalization of the conditional ex-

pectation in elementary probability theory.

{F t}t≥0 = a filtration = a family of sub σ-algebra

such that F s ⊆ F t for 0 ≤ s ≤ t

{Mt}t≥0 is a martingale if

(a) Mt ∈ F t , and E|Mt| < ∞ ∀t ≥ 0

(b) E(Mt|F s) = Ms ∀s ≤ t

{Xt}t≥0: a stochastic process

F t = σ{Xs, 0 ≤ s ≤ t}
F̃ t = the σ-algebra generated by F t and N ,

where N = {A ∈ F |P (A) = 0}
= the natural filtration of the process {Xt}t≥0
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3. Brownian motion

A real-valued stochastic process Wt is called a Brow-

nian motion if

(a) W0 = 0

(b) For P-a.s. ω , t −→ Wt(ω) is continuous

(c) W has independent , normally distributed incre-

ments

i. On 0 ≤ t0 < t1 < t2 < · · · < tn ,

Wt0,Wt1 −Wt0,Wt2 −Wt1, · · · ,Wtn −Wtn−1

are independent

ii. For 0 ≤ s < t , Wt−Ws ∼ N(0, t−s) where

N(µ, σ2) denote the normal distribution with

mean µ and variance σ2

Transition probability

Pt(x, y) = (2λt)−
1
2e−

|y−x|2
2t

Finite dimensional distribution

P (Wt1 ∈ F1,Wt2 ∈ F2 · · ·Wtn ∈ Ftn)

=
∫

F1×···×Fn
Pt1 (0, x1) Pt2−t1 (x1, x2) · · ·Ptn−tn−1 (xn−1, xn)

dx1dx2 · · · dxn
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Exercise

Show that

E(eiλWt) = e−
1
2λ2t ∀ λ ∈ R

and

E(W 2k
t ) =

2k!

2kk!
tk

for all positive integer k

4. Quadratic variation of Brownian motion

∆ = a partition of [S, T]

= {S = t0 < t1 < t2 < · · · < tn = T}
∆tk = tk+1 − tk

∆Wk = Wtk+1 −Wtk

‖∆‖ = max
k

∆tk
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E{[n−1∑

k=0
(∆Wk)

2 − (T − S)]2}

= E{[n−1∑

k=0
(∆Wk)

2 −∆tk]
2}

=
n−1∑

k=0
E{[(∆Wk)

2 −∆tk]
2}

=
n−1∑

k=0
[E(∆Wk)

4 − (∆tk)
2]

= 2
n−1∑

k=0
(∆tk)

2

As ‖∆‖ −→ 0 ,
n−1∑

k=0
(∆Wk)

2 −→ T − S in L2(P )

Theorem

The Brownian paths are a.s. of infinte total varia-

tion on any interval.

Exercise

Write down a detail proof of the above theorem.
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5. Itô Integrals

(Ω , F , P)–a probability space

W = (Wt)t≥0–a Brownian motion

(F t)t≥0 : the natural Filtration of W .

Elementary Process (or simple process).

f (t, ω) =
n−1∑

j=0
ej(ω)1[tj ,tj+1)(t)

where S = t0 < t1 < t2 · · · < tn = T ,

ej ∈ Ftj and E(e2
j ) < ∞

∫ T

S
f (t, ω)dWt(ω) =

∫ T

S
fdW

≡ n−1∑

j=0
ej(ω)[Wtj+1(ω)−Wtj(ω)]

The Itô integral.

f ∈ V [S, T ] = {f : [S, T ]×Ω −→ R|f adapted and

E[
∫ T

S
f 2(t, ω)dt] < ∞}
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fn : a sequence of elementary process such that

E[
∫ T

S
|f (t, ω)− fn(t, ω)|2dt] −→ 0

as n −→ 0
∫ T

S
f (t, ω)dWt(ω) = lim

n→∞
∫ T

S
fn(t, ω)dWt(ω)

( limit in L2(P ) )

( By Itô,s isometry , we have

E(|
∫ T

S
fn(t, ω)dWt(ω)−

∫ T

S
fm(t, ω)dWt(ω)|2)

= E(|
∫ T

S
(fn(t, ω)− fm(t, ω))dWt(ω)|2)

= E(
∫ T

S
|fn(t, ω)− fm(t, ω)|2dt)

( The Itô isometry )

E(
∫ T

S
f (t, ω)dWt(ω))2

= E[
∫ T

S
f 2(t, ω)dt]

for all f ∈ V [S, T ]
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Example

∫ t

0
WsdWs =

1

2
W 2

t −
1

2
t

Put

fn(s, ω) =
∑

j
Wtj(ω)1[tj ,tj+1)(t)

Then

E(
∫ t

0
|Ws(ω)− fn(s, ω)|2ds)

=
∑

j
E(

∫ tj+1

tj
|Ws(ω)−Wtj(ω)|2ds)

=
∑

j

∫ tj+1

tj
(s− tj)ds

=
1

2

∑

j
(tj+1 − tj)

2 −→ 0 as ‖∆‖ −→ 0

Therefore
∫ t

0
WdW = lim

n−→∞
∫ t

0
fndW = lim

|∆|→0

∑

j
Wtj(Wtj+1−Wtj)

Write

∆Wj = Wtj+1 −Wtj

and

∆W 2
j = W 2

tj+1
−W 2

tj
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Then

∆W 2
j = W 2

tj+1
−W 2

tj

= (Wtj+1 −Wtj)
2 + 2Wtj(Wtj+1 −Wtj)

= (∆Wj)
2 + 2Wtj∆Wj

Hence

2
∑

j
Wtj∆Wj =

∑

j
∆W 2

j−
∑

j
(∆Wj)

2 = W 2
t −

∑

j
(∆Wj)

2

Since

∑

j
(∆Wj)

2 −→ t in L2(P ) as ‖∆‖ −→ 0

the result follows

Exercise.

Prove that

(a)
∫ t

0
sdWs = tWt −

∫ t

0
Wsds

(b)

∫ t

0
W 2

s dWs =
1

3
W 3

t −
∫ t

0
Wsds
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Theorem.

Let f ∈ V [0, T ]

Then there exists a t-continuous version of∫ t

0
f (s, ω)dWs(ω) 0 ≤ t ≤ T.

( i.e. there exists a continuous stochastic process Jt

on (Ω,F , P ) such that P [Jt =
∫ t

0
fdW ] = 1

for all 0 ≤ t ≤ T )

Moreover the process Mt =
∫ t

0
f (s, ω)dWs(ω) is

F t-martingale

( i.e. E[Mt|F s] = Ms as for all 0 ≤ s ≤ t ≤ T )

Remark.

We are able to define the stochastic integral

(
∫ t

0
fsdWs)0≤t≤T as soon as

∫ T

0
(fs)

2ds < ∞ P a.s. It

is crucial to notice that in this case (
∫ t

0
fsdWs)0≤t≤T

is not necessarily a martingale.
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6. Itô,s Formula

(Itô,s Formula - Simplest case)

If f : R −→ R has a continuous second derivative ,

then f (Wt) = f (0)+
∫ t

0
f ′(Ws)dWs+

1

2

∫ t

0
f ′′(Ws)ds .

Example

Consider the function f (x) = x2

By Itô,s formula , we have

W 2
t = 2

∫ t

0
WsdWs +

1

2

∫ t

0
2ds

= 2
∫ t

0
WsdWs + t

Assume F ∈ C2(R) F ′ = f, and F(0) = 0,

then we have
∫ t

0
f (Ws)dWs = F (Wt)− 1

2

∫ t

0
f ′(Ws)ds

(Itô,s Formula with Space and Time Variable)

For any function f ∈ C1,2(R+ × R) , we have the

representation

f (t,Wt) = f (0, 0)+
∫ t

0
∂f
∂x(s,Ws)dWs+

∫ t

0
∂f
∂t (s,Ws)ds

+
1

2

∫ t

0
∂2f
∂x2 (s,Ws)ds
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{Xt}0≤t≤T is an Itô,s process if it can be written as

Xt = X0 +
∫ t

0
asds +

∫ t

0
bsdWs 0 ≤ t ≤ T

where

• X0 is F −measurable.

• {at}0≤t≤T and {bt}0≤t≤T are adapted process.

•
∫ T

0
|as|2ds < ∞ P-a.s.

•
∫ T

0
|bs|2ds < ∞ P-a.s.

(We write dX = a dt+b dW for the Itô,s process X)

(The General Itô, formula)

If f ∈ C1,2(R+ ×R) , then we have

f (t,Xt) = f (0, 0)+
∫ t

0
∂f
∂t (s,Xs)ds+

∫ t

0
∂f
∂x(s,Xs)dXs

+
1

2

∫ t

0
∂2f
∂x2 (s,Xs)b

2(s, ω)ds

(Itô Formula in differential form)

df = ∂f
∂t dt + ∂f

∂xdXt +
1

2
∂2f
∂x2b

2dt

(As before , dt·dt = dt·dWt = 0 and dWt·dWt = dt)
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Example (Black − Scholes model)

Find the solutions {St}t≥0 of

dSt = µStdt + aStdWt with S0 = x0 > 0

We try to solve the equation by hunting for a solution

of the from St = f (t,Wt)

By Itô,s formula , we see

dSt = (ft +
1

2
fxx)dt + fxdWt

where ft = ∂f
∂t , fx = ∂f

∂x and fxx = ∂2f
∂x2

Consider the two equation :

µf (t, x) = ft(t, x) +
1

2
fxx(t, x)

σf (t, x) = fx(t, x)

Solving σ = fx
f gives

f (t, x) = eσx+g(t)

Plugging into the first one gives

f (t, x) = x0e
σx+(µ−1

2σ2)t
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Exercise

(a) Use Itô,s formula to check that the process

St = x0e
(µ−1

2σ2)t+σWt

satisfies the SDE

St = x0 +
∫ t

0
µSudu +

∫ t

0
σStdWt

(b) Use Itô,s formula to prove that

∫ t

0
W 2

s dWs =
1

3
W 3

t −
∫ t

0
Wsds

(Integration by parts formula)

Xt = x0 +
∫ t

0
a(s, ω)ds +

∫ t

0
b(s, ω)dWs

Yt = y0 +
∫ t

0
α(s, ω)ds +

∫ t

0
β(s, ω)dWs

=⇒ XtYt = x0y0+
∫ t

0
XsdYs+

∫ t

0
YsdXs+ < X, Y >t

with

< X, Y >t=
∫ t

0
b(s, ω)β(s, ω)ds

( dX = XdY + Y dX+ < X, Y > )
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Proof By Itô,s formula

(Xt + Yt)
2 = (X0 + Y0)

2 + 2
∫ t

0
(Xs + Ys)d(Xs + Ys)

+
∫ t

0
(b(s, ω) + β(s, ω))2ds

X2
t = X2

0 + 2
∫ t

0
XsdXs +

∫ t

0
b2(s, ω)ds

Y 2
t = Y 2

0 + 2
∫ t

0
YsdYs +

∫ t

0
β2(s, ω)ds

The equality follow by substracting equations 2 and

3 from the first one .

Example (Ornstein− Uhlenbeck Process)

dXt = −cXtdt + σdWt

X0 = x0

Consider Zt = Xte
ct Integration by parts yields

dZt = ectdXt + cectXtdt+ < X, ect >t

Since < X, ect >t= 0 , it follows

dZt = σectdWt
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Thus

ectXt = x0 + σ
∫ t

0
ecsdWs

i.e.

Xt = x0e
−ct + σ

∫ t

0
e−c(t−s)dWs

Exercise

Consider the Ornstein−Uhlenbeck Process {Xt}t≥0.

Prove that

(a) E(Xt) = x0e
−ct

(b) V ar(Xt) = σ21−e−2ct

2c

(c) Xt is a normal random variable

(d) The process {Xt}t≥0 is Gaussian.

Remark

In finance , the Ornstein−Uhlenbeck process was

used by O.A.V asiček in one of the first stochastic

models for interest rates.
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7. Stochastic Differential Equations

(Ω,F , P ) : a Probability space

W = {Wt}t≥0 : Brownian motion

{Ft}t≥ : the natural filtration of W

Consider the stochastic differential equation

Xt = X0 +
∫ t

0
b(s,Xs)ds +

∫ t

0
σ(s,Xs)dWs

(or in differential form

dXt = b(t,Xt)dt + σ(t,Xt)dWs )

We say an {Ft} -adapted process {Xt}t≥0 is a solu-

tion of the above SDE if

(a) For any t ≥ 0 , the integrals
∫ t

0
b(s,Xs)ds and

∫ t

0
σ(s,Xs)dWs exist.

(b) For any t ≥ 0 ,

Xt = X0 +
∫ t

0
b(s,Xs)ds+

∫ t

0
σ(s,Xs)dWs P-a.s.
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Theorem (Existence and Uniqueness)

If b and σ are continuous functions and if there exists

a constant K such that

• |b(t, x)− b(t, y)|+ |σ(t, x)−σ(t, y)| ≤ K|x− y|
• |b(t, x) + |σ(t, x)| ≤ K(1 + |x|)

then for any T ≥ 0 , the SDE admits an unique solution

in the interval [0, T ].

Moreover , the solution {Xt}0≤t≤T satisfies

E( sup
0≤t≤T

|Xt|2) < ∞

Exercise (The V asiček model)

Solve the SDE

dXt = (−αXt + β)dt + σdWt

where X0 = x0 and α > 0.

and verify that the solution can be written as

Xt = e−αt(x0 +
β

α
(eαt − 1) + σ

∫ t

0
eαsdWs)

Show that Xt converges in distribution

21



as t −→∞ , and find the limiting distribution. Find

the convariance Cov(Xs, Xt)

8. The Black − Scholes model

Bond model : dβt = rβtdt

Stock model : dSt = µStdt + σStdWt

h(ST ) = the contingent claim at time T

Example

h(ST ) = (ST −K)+ (European call option)

h(ST ) = (K − ST )+ (European put option)

Problem :

What is the time 0 value of the contingent claim?

replicating the contingent claim

at = the number of units of stock that we hold at

time t

bt = the number of units of the bond at time t

Vt = atSt + btβt

= the total value of the portfolio at time t
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Self − financing condition

Vt = V0 +
∫ t

0
audSu +

∫ t

0
budβu

i.e.

dVt = atdSt + btdβt

terminal replication condition : Vt = h(ST )

Assumption :

Vt = f (t, St) for an appropriately smooth function f

Then

df = dVt = atdSt + btdβt

= at(µStdt + σStdWt) + btrβtdt

= {atµSt + btrβt}dt + atσStdWt

df = ft(t, St)dt + fx(t, St)dSt +
1

2
fxx(t, St)dStdSt

= {ft(t, St) +
1

2
fxx(t, St)σ

2S2
t + fx(t, St)µSt}dt

+fx(t, St)σStdWt
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Coeffient Matching

atσSt = fx(t, St)σSt

atµSt + btrβt = ft(t, St) +
1

2
fxx(t, St)σ

2S2
t + fx(t, St)µSt

then

at = fx(t, St)

and

bt =
1

rβt
{ft(t, St) +

1

2
fxx(t, St)σ

2S2
t }

f (t, St) = atSt + btβt

= fx(t, St)St +
1

rβt
{ft(t, St) +

1

2
fxx(t, St)σ

2S2
t }βt

Black − Scholes PDE :

ft(t, x) = −1

2
σ2x2fxx(t, x)− rxfx(t, x) + rf (t, x)

with its terminal boundary condition f (T, x) = h(x)

for all x ∈ R
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Exercise

Consider the stock and bond model given by

dSt = µ(t, St)dt + σ(t, St)dWt

and

dβt = r(t, St)βtdt

(a) Show that arbitrage price at time t of a European

option with terminal time T and payout h(ST ) is

given by f (t, ST ) where f is the solution of the

terminal value problem :

ft(t, x) = −1

2
σ2(t, x)fxx(t, x)− r(t, x)xfx(t, x)

+r(t, x)f (t, x)

f (T, x) = h(x).

(b) Find at and bt for the self - financing portfolio

atSt + btβt that replicates h(ST ).
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9. The Black − Scholes formula

Consider the terminal-value problem




ut(t, x) = −1
2 σ2(t, x)uxx(t, x)− r(t, x)xux(t, x)

+r(t, x)u(t, x)

u(T, x) = h(x)

Feynman−Kac Formula

u(t, x) = E


h(X t,x

T )e
−

∫ T

t
r(s,X t,x

s )ds



where X t,x
s is the solution of the SDE

dX t,x
s = r(s,X t,x

s )X t,x
s ds+σ(s,X t,x

s )dWs , ∀s ≥ t

and

X t,x
t = x

The Black − Scholes formula for call option

h(x) = (x−K)+

X t,x
s = xe(r−1

2σ2)(s−t)+σ(Ws−Wt)

Hence
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u(t, x) = E
[
e−r(T−t){xe(r−1

2σ2)(T−t)+σ(WT−Wt) −K}+
]

= E
[
xe−

1
2σ2θ+σ

√
θg −Ke−rθ

]+

θ = T − t , g ∼ N(0, 1)

Set

d1 =
log x

K + (r + σ2

2 )θ

σ
√

θ
and d2 = d1 − σ

√
θ

Then

u(t, x) = E


(xeσ

√
θg−θσ2

2 −Ke−rθ)|{g+d2≥0}



=
∫ ∞
−d2

(xeσ
√

θy−θσ2
2 −Ke−rθ)e−

y2
2√

2π
dy

=
∫ d2

−∞(xe−σ
√

θy−θσ2
2 −Ke−rθ)e−

y2
2√

2π
dy

= xN(d1)−Ke−rθN(d2)

where

N(d) = 1√
2π

∫ d

−∞ e−
y2
2 dy
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Exercise

Using identical notations and through similar calcu-

lations , show that the price of the put is

u(t, x) = Ke−rθN(d2)− xN(−d1)

Remark

In practice two methods are used to evaluate σ: the

historical method , the implied method.

10. Risk - neutral valuation

Theorem (Girsanov)

{θt}0≤t≤T : an adapted process satisfying
∫ T

0
θ2
sds < ∞

and such that the process {Zt}0≤t≤T defined by

Zt = exp{−
∫ t

0
θsdWs − 1

2

∫ t

0
θ2
sds}

is a martingale.
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Then

W̃t ≡ Wt +
∫ t

0
θsds , 0 ≤ t ≤ T

is a standard Brownian motion under the probability

P̃ given by

P̃ (A) =
∫

A
ZTdP ∀A ∈ F .

Remark

(a) A sufficient condition for {Zt}0≤t≤T to be a mar-

tingale is

E


exp{1

2

∫ T

0
θ2
sds}


 < ∞

(b) ZT = dP̃
dP = the density of P̃ . relative to P

In this case , we say P̃ is absolutely continuous

with respect to P and denoted by P̃ ¿ P . In

fact P and P̃ are equivalent.

Exercise

(a) Assume {Ht}0≤t≤T is adapted and
∫ T

0
H2

sds <

∞ P-a.s.

Set

Xt =
∫ t

0
HsdWs +

∫ t

0
Hsθsds (under P)
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and

Yt =
∫ t

0
HsdW̃s (under P̃)

Prove that Xt = Yt a.s.

(b) If X is Ft - measurable , show that

Ẽ(X) = E [XZt]

and

Ẽ [X | Fs] =
1

Zs
E [XZt | Fs]

A probability under which S̃t is a martingale

Assume

dSt = µStdt + σStdWt

and set

S̃t = e−rtSt

Then

dS̃t = −re−rtStdt + e−rtdSt

= S̃t [(µ− r)dt + σdWt]

= S̃tσdW̃t

where

W̃t =
µ− r

σ
t + Wt
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From Girsanov’s Theorem , W̃t is a Brownian motion

under P̃ defined by

P̃ (A) =
∫

A
ZTdP

where

ZT = exp{−µ− r

σ
WT − 1

2
(
µ− r

σ
)2T}

This implies that S̃t is P̃ - martingale.

Exercise

Check that Ẽ
[∫ T

0
S̃t

2
dt

]
< ∞ and show that

St = S0exp{(r − 1

2
σ2)t + σW̃t}

(i.e. dSt = rStdt + σStdW̃t under P̃ )

Consider contingent claim X ∈ FT that satisfies

X ≥ 0 and Ẽ(X2) < ∞
Set

Vt = βtẼ


 X

βT
| Ft


 for 0 ≤ t ≤ T

Need to show that

Vt = atSt + btβt for 0 ≤ t ≤ T
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dVt = atdSt + btdβt

for some a and b.

A strategy φ = (at, bt)0≤t≤T , is admissible if it is self

- financing and if the discounted value Ṽt ≡ bt +atS̃t

is non-negative and such that sup0≤t≤T Ṽt is square -

integrable under P̃ .

A option is said to be replicable if it’s payoff at matu-

rity is equal to the final value of an admissible strat-

egy.

Theorem (Martingale Representation Theorem)

{Xt}0≤t≤T : aFt - martingale such that E(X2
T ) < ∞

=⇒ there exists an unique φ ∈ H2 [0, T ] such that

Xt = X0 +
∫ t

0
φ(ω, s)dWs(ω) for all 0 ≤ t ≤ T.

Mt = Ẽ [e−rtX | Ft] is a P̃ - square integrable mar-

tingale.

By martingale representation theorem , there exist

an adapted process {Kt}0≤t≤T such that

Ẽ(
∫ T

0
K2

sds) < ∞
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and

Mt = M0 +
∫ t

0
KsdW̃s

Set

at =
Kt

σS̃t

and bt = Mt − atS̃t

Then

Vt = atSt + btβt

= ertMt = Ẽ
[
e−r(T−t)X | Ft

]

Moreover

Ṽt =
Vt

ert
= Mt = V0 +

∫ t

0
asdS̃t

Hence (at, bt) is a self - financing replication of X

Theorem (Risk - neutral valuation)

In the Black − Scholes model , any option defined

by a non-negative , Ft - measurable variable X ,

which is square - integrable under the probability P̃

, is replicating and the value of any replicating port-

folio is given by

Vt = Ẽ
[
e−r(T−t)X | Ft

]

Thus , the option value at time t can be naturally

defined by the expression Ẽ
[
e−r(T−t)X | Ft

]
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Examples

X = (ST −K)+ (European call option)

X = (K − ST )+ (European put option)

X = (
1

T

∫ T

0
Stdt−K)+ (Asian call option)

X = max
0≤t≤T

St (look hack option)

11. Up and Out European call option

(a) 0 < K < L

X = (ST −K)+|S∗T <L , where S∗T = max
0≤t≤T

St

St = S0exp{σ
[
W̃t + (

r

σ
− σ

2
)t

]
}

S∗T = max
0≤u≤t

Su

Bt = W̃t = Wt + θt

B
′
t = Bt + (

r

σ
− σ

2
)t

M
′
t = sup

0≤u≤t
B̃u

Then

St = S0exp{σB
′
t}
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S∗t = S0exp{σM
′
t}

Hence

erTV0 = Ẽ
[
(ST −K)+1S∗T >L

]

= Ẽ
[
(S0exp{σB

′
T} −K)+1

S0exp{σM
′
T }>L

]

= Ẽ


(S0exp{σB

′
T} −K)1

B
′
T > 1

σ log K
S0

, M
′
T > 1

σ log L
S0




Under P̃ , B
′
T is a Brownian motion with drift rate

θ = r
σ − σ

2

12. Joint distribution of (B
′
T ,M

′
T ) under P̃ (without drift)

reflection principle
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Assume m > 0 , 0 < b < M

P̃ [BT < b , MT > m] = P̃ [BT > 2m− b]

=
1√
2πT

∫ ∞
2m−b

exp{− x2

2T
}dx

= N(
b− 2m√

T
)

where

N(d) =
1√
2π

∫ d

∞ e−
y2
2 dy

P̃ [BT < b , MT < m] = FT (b,m)

= P̃ [BT < b]− P̃ [BT < b , MT > m]

= N(
b√
T

)−N(
b− 2m√

T
)

Hence

FB
T (b,m) =





N( b√
T
)−N(b−2m√

T
) if m > 0, b < m

N( b√
T
)−N( −b√

T
) if m > 0,m ≥ b

density function for (BT ,MT ) under P̃

fB
T =

2(2m− b)

T
√

T

1√
2π

exp{−(2m− b)2

2T
}

=
2(2m− b)

T
√

T
φ(

2m− b√
T

)|m>0,b<m
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(with drift)

Write θ = r
σ − σ

2 . and hence B
′
t = Bt + θt. and

M
′
t = max

0≤u≤t
B
′
u.

P̃
[
B
′
T < b, M

′
T < m

]

= Ẽ
[
1{B′T <b,M

′
T <m}

]

dP
′

dP̃
= ΛT , where Λt = e−θBt−1

2θ2t , dP̃
dP

′ = Λ−1
T = 1

ΛT

= E
′ [

Λ−1
T 1{B′T <b,M

′
T <m}

]

= E
′ [

eθB
′
T−1

2σ2T1{B′T <b,M
′
T <m}

]

=
∫ m

0

∫ b

−∞ eθz−1
2σ2TfB

T (z, y)dzdy z = b, y = m

=
∫ b

−∞ eθz−1
2σ2T (

∫ m

z

2(2y−z)

T
√

T
φ(2y−z√

T
)dy)dz

=
∫ m

0

∫ b

−∞
2(2y−z)

T
√

T
eθz−1

2σ2Tφ(2y−z√
T

)dzdy

density of (B
′
T ,M

′
T ) under P̃ :

fB
′

T (b
′
,m

′
) = 2(2m

′−b
′
)

T
√

T
eθb

′−1
2θ2Tφ(2m′−b′√

T
)

on 0 < m′, b′ < m′
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Consider the case S0 < K < L.

Set b′ = 1
σ log K

S0
and m′ = 1

σ log K
S0

V0 = Ẽ


(S0e

σB
′
T −K)1{B′T > 1

σ log K
S0

, M ′
T < 1

σ log 1
S0
}




=
∫

[S0e
σx −K] 1{m>b′ , y<m′}f

B′
T (x, y)dxdy

=
∫ m′

b′
∫ m′

x
(S0e

σx −K)2(2y−x)

T
√

2πT
e−

(2y−x)2
2T +θx−1

2θ2Tdydx

= −
∫ m′

b′ (S0e
σx −K) 1√

2πT
e−

(2y−x)2
2T +θx−1

2θ2T |y=m′
y=x dx

= +
∫ m′

b′ (S0e
σx−K) 1√

2πT


e−

x2
2T +θx−1

2θ2T − e−
(2m′−x)2

2T +θx−1
2θ2T


 dx

= 1√
2πT

S0

∫ m′

b′ eσx−x2
2T +θx−1

2θ2Tdx− 1√
2πT

K
∫ m′

b′ e−
x2
2T +θx−1

2θ2Tdx

− 1√
2πT

S0

∫ m′

b′ eσx− (2m′−x)2
2T +θx−1

2θ2Tdx

− 1√
2πT

K
∫ m′

b′ e−
(2m′−x)2

2T +θx−1
2θ2Tdx

σx− x2

2T + θx− 1
2θ

2T

= − 1
2T (x2 − (θ + σ)2Tx)− 1

2θ
2T

= − 1
2T (x− θT − σT )2 − 1

2θ
2T + T

2 (θ + σ)2

= − 1
2T (x− θT − σT )2 + 1

2σ
2T + σθT

= − 1
2T (x− r

σT − σ
2T )2 + rT
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1√
2πT

∫ m′

b′ eσx−x2
2T +θx−1

2θ2Tdx

= 1√
2πT

∫ m′

b′ e−
(x− r

σT−σ
2 T )2

2T +rTdx

= erT√
2πT

∫ m′√
T
− r

σ

√
T−σ

2
√

T

b′√
T
− r

σ

√
T−σ

2
√

T
e−

y2
2 dy

x− r
σT−σ

2T√
T

= y

= erT
[
N( m′√

T
− r

σ

√
T − σ

2

√
T )−N( b′√

T
− r

σ

√
T − σ

2

√
T )

]

Pricing formula for up and out European call op-

tion

V0(S0) = S0

[
N( m′√

T
− r

√
T

2 − σ
√

T
2 )−N( b′√

T
− r

√
T

σ − σ
√

T
2 )

]

−erTK
[
N( m′√

T
− r

√
T

σ + σ
√

T
2 )−N( b′√

T
− r

√
T

σ + σ
√

T
2 )

]

+e−rT+2m′( r
σ−σ

2 )
[
N( m′√

T
+ r

√
T

σ − σ
√

T
2 )−N(2m′−b′√

T
+ r

√
T

σ − σ
√

T
2 )

]

where b′ = 1
σ log K

S0
and m′ = 1

σ log L
S0

Remark

If we let L −→ ∞ we obtain the classical Black −
Scholes formula.

If we replace T by T − t and replace S0 by x in the

formula V0(S0), we obtain a formula for Vt(x), the

value of the option at time t if St = x.

39



Exercise

(a) A down and in call option give the holder the

right to buy a share of the stock for a strike price

K at time T provided that at some time t ≤ T

the price ST of the stock fell below L, otherwise

the option does not yet exist.

Compute the arbitrage-free price of this option.

(b) A look-back call option correspond to a payoff

function

X = ST −mT

where

mT = min
0≤t≤T

St

Compute the time t = 0 value of this option

13. American options

An American option is naturally defined by on adapted

non-negative process {ht}0≤t≤T . We study processes

of the form ht = ψ(St) where ψ is a continuous func-

tion from R+ to R+, satisfying : ψ(x) ≤ A + Bx

for some non-negative constants A and B.
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Example

ht = (St −K)+ (American call option)

ht = (K − St)
+ (American put option)

ht = |St −K| (American straddle)

φ = (at, bt, ct)0≤t≤T - a trading strategy with as-

sumption if

(a)
∫ T

0
|at|dt +

∫ T

0
|bt|2dt < ∞ a.s.

(b) atSt+btβt = a0S0+b0β0+
∫ t

0
audSu+

∫ t

0
budβu−

ct ∀0 ≤ t ≤ T

(c) {ct}0≤t≤T is adapted, non-decreasing process with

c0 = 0

The trading strategy with consumption

φ = (at, bt, ct)0≤t≤T

is said to hedge the American option defined by

ht = ψ(St) if, setting Vt(φ) = at + btβt, we have

vt(φ) ≥ ψ(St) a.s.

Φψ = the set of trading strategies with consumption

hedging the American option defined by bt = ψ(St)
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τ : Ω −→ [0,∞] is a stopping time if

∀{τ ≤ t} ∈ F t, ∀t ≥ 

Tt,T = the set of all stopping time taking values in

[t, T ]

u(t, x) = sup
τ∈Tt,T

Ẽ


e−r(τ−t)ψ(xe(r−σ2

2 )(τ−t)+σ(W̃τ−W̃t))




Theorem

There exist a strategy φ̄ ∈ Φψ such that

Vt(φ̄) = u(t, St) ∀0 ≤ t ≤ T

Moreover

Vt(φ) ≥ Vt(φ̄) for all 0 ≤ t ≤ T and φ ∈ Φψ

It is nature to consider u(t, St) as a price for the

American option at time t, since it is the minimal

value of a strategy hedging the option.

Theorem

Consider the American call option. Then we have

u(t, x) = V (t, x) = Ẽ
[
e−r(T−t)(St,x

T −K)+
]
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where V is the function corresponding to the Euro-

pean call price.

proof

we assume that t = 0 (the proof is the some for

t > 0). It suffices to show that

Ẽ
[
e−rτ (Sτ −K)+

] ≤ Ẽ
[
e−rT (ST −K)+

]
, ∀τ ∈ T,T

Note that

Ẽ
[
(S̃T − e−rTK)+ | Fτ

]
≥ Ẽ

[
(S̃T − e−rTK) | Fτ

]

= S̃τ − e−rTK

≥ S̃τ − e−rτK

Hence

Ẽ
[
(S̃T − e−rTK)+ | Fτ

]
≥ (S̃τ − e−rτK)+

We obtain the derived inequality by computing the

expectation of both sides.

14. First passage times for Brownian motion

(Ω,F , P ) - a probability space

{Wt}t≥0 - the standard Brownian motion

Mt = sup
0≤s≤t

Ws
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Tx = min{t ≥ 0,Wt = x} (first passage time to x)

Consider the case x > 0

Note that

{Tx ≤ t} = {Mt ≥ x}
and recall

P (Mt ∈ dm,Wt ∈ db) = 2(2m−b)

t
√

2πt
e
−(2m−b)2

2t dmdb

for m > 0, b < m

Hence

P [Tx ≤ t] = P [Mt ≥ x]

=
∫ ∞
x

∫ m

−∞
2(2m−b)

t
√

2πt
e

(2m−b)2
2t dbdm

=
∫ ∞
x

2√
2πt

e−
(2m−b)2

2t |b=m
b=∞dm

=
∫ ∞
x

2√
2πt

e−
m2
2t dm ( m√

t
= y)

= 2
∫ ∞

x√
t

1√
2π

e−y2
dy = N(− x√

t
)

Hence

P (Tx ∈ dt) =
d

dt
P (Tx ≤ t)dt

=
d

dt
(2N(− x√

t
))dt

= 2 · x
2t
−3

2 1√
2π

e−
x2
2t dt

= x
t
√

2πt
e−

x2
2t dt
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and

E
[
e−λTx

]
=

∫
e−λt x

t
√

2πt
· e−x2

2t dt

= e
− x√

2λ λ > 0

W̃t = θt + Wt (Brownian motion with drift)

T θ
x = inf{t ≥ 0|W̃t = x}

Fix t > 0 and choose T > t ,

P
[
T θ

x ≤ t
]

= E
[
1T θ

x≤t

]

= Ẽ


1T θ

x≤t

dP

dP̃




= Ẽ
[
1T θ

x≤te
θW̃T−1

2θ2T
]

= Ẽ
[
1T θ

x≤tẼ
[
eθW̃T−1

2θ2T |FT θ
x∧t

]]

= Ẽ


1T θ

x≤te
θW̃

Tθ
x∧t

−1
2θ2T θ

x∧t



= Ẽ
[
1T θ

x≤te
θx−1

2θ2T θ
x

]

=
∫ t

0
eθx−1

2θ2s x
s
√

2πs
· e−x2

2s ds

=
∫ t

0
x

s
√

2πs
e−

(x−θs)2
2s ds

therefore

P (T θ
x ∈ dt) =

x

t
√

2πt
e−

(x−θt)2
2t dt
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Exercise

Show that

E
[
e−λT θ

x

]
= eθx−|x|

√
θ2+2λ

Recall that x > 0 and notice

P
[
T θ

x < ∞
]

= lim
λ↓0 E

[
e−λT θ

x

]

= eθx−|x|
√

θ2

= eθx−|θ|x

If θ ≥ 0 , then P
[
T θ

x < ∞
]
= 1

If θ < 0 , then P
[
T θ

x < ∞
]
= e2θx < 1

15. Perpetual American put

u(0, x) = sup
τ∈T,T

Ẽ(Ke−rτ − xeσW̃τ−σ2
2 τ )+

≤ sup
τ∈T,∞

Ẽ(Ke−rτ − xeσW̃τ−σ2
2 τ )+

(The right-hand term can be interpreted as the value

of a ”perpetual” put)

Write

u∞(x) = sup
τ∈T,T

Ẽ(Ke−rτ − xeσW̃τ−σ2
2 τ )+
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Note that u∞(x) ≥ (K − x)+ , u∞(x) > 0 ∀x ≥ 0

and u∞ is decreasing and convex.

Set

x∗ = sup{x ≥ 0|u∞(x) = K − x}
Then

0 ≤ x∗ ≤ K , u∞(x) = K − x ∀x ≤ x∗

and

u∞(x) > (K − x)+ for x > x∗

Fix x ∈ and then the Snell enuelope theory enables

us to show

u∞(x) = Ẽ


(Ke−rτx − xeσW̃τx−σ2

2 τx)+1τx<∞



where

τx = inf{t ≥ 0 | e−rtu∞(Sx
t ) = e−rt(K − Sx

t )t}
and

Sx
t = xe(r−σ2

2 )t+σW̃τ

Note that

τ∞ = inf{t ≥ 0 | S∗t ≤ x∗}
= inf{t ≥ 0 | (r − σ2

2
)t + σW̃t ≥ log

x∗

x
}
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For any z ∈ R+, consider

τx,z = inf{t ≥ 0 | Sx
t ≤ z}

and set

φ(z) = E
[
e−rτx,z1τx,z<∞(K − Sx

τx,z
)+

]

Then φ(z) attains its maximum at z = x∗ . We are

going to calculate φ explicitly , then we will max-

imuize it to determine x∗ and u∞(x) = φ(x∗) .

Clearly if z > x , then τx,z = 0 and φ(z) = (K−x)+.

If z ≤ x , then τx,z = inf{t ≥ 0 | S∗t = z} and

φ(z) = (K − z)+E(e−rτx,z) .

Note that

τx,z = inf{t ≥ 0 | (r − σ2

2
)t + σW̃t = log

z

x
}

= inf{t ≥ 0 | θt + W̃t =
1

σ
log

z

x
}

where

θ =
r

σ
− σ

2
.

White

T θ
b = inf{t ≥ 0 | θt + W̃t = b}
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Therefore for z ≤ x ∧K , we observe

φ(z) = (K − z)Ẽ


e
−rT θ

1
σ log

z

x


 λ = r, b =

1

σ
log

z

x

= (K − z)eθb+b
√

θ2+2r

= (K − z)eb( r
σ−σ

2+ r
σ+σ

2 )

= (K − z)e
2r
σ2 log z

x

= (K − z)(
z

x
)γ γ =

2r

σ2

On [0, x] ∧ [0, K] , we get

φ′(z) =
zγ−1

xγ
[Kγ − (γ + 1)z] .

If

x ≤ γ

γ + 1
K

then

max
z

φ(t) = φ(x) = K − x .

If

x >
γ

γ + 1
K

then

max
z

φ(t) = φ(
Kγ

γ + 1
) = (K − x∗)(

x

x∗
)−γ .
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where

x∗ =
γ

γ + 1
K = K

2r

σ2 + 2r

Therefore

u∞(x) =





K − x if x ≤ x∗

(K − x∗)( x
x∗)

−γ if x > x∗
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16. Basic interest rate instruments and terminslugy

A deposit (fixed term) is an agreement between two

parties in which one pays the other a cash amount

and in return receive this money hack a pre-agrees

additional payment of interest.

actual fador or day count fraction =
actual

365
or

actual

360

LIBOR = London Interbank Offer Rate

H (for Hong kong)

S (for Singapole)

Forward Rate Agreements

A forward rate agreement , or FRA , is an agree-

ment between two counter parties to exchange cash

payments at some specified date in the future .
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T : reset date

S : payment date

A : notional amount

α : accural factor

K : fixed rate

LT [T, S] = LIBOR for the period [T, S] that sets on

date T .

Lt [T, S] = forward LIBOR rate = the value of K for

which the FRA is t-value zero.

at time T : invert his unit capical at the spot LO-

BOR LT [T, S]

at time S : AαLT [T, S]+[AαLt [T, S]− AαLT [T, S]]

= AαLt [T, S]

Interest Rate Swaps

An interest rate swap , which we will abbreviate to

swap , an agreement between two counterparties to

exchange a series of cashflow on pre-agreed dates in

the future.
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T = the start date (the start of the first accural pe-

riod)

S = maturity date (the date of the last cashflow)

parment frequeney (each leg can in general have a

difference payment frequeney )

K = par swap rate

= swap rate (t = T) , forward swap rate (t < T)
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zero coupon bonds (pure discount)

Zero coupon bonds are assets which entitle the holder

to receive a cashflow at some future date T.

Discount factors and valuation

DtT = the value, at time t, of a ZCB paying a unit

amount at time T , t ≤ T .

Dtt = 1

• We will usually assume that the initial discount

curve, {D0T : T ≥ 0} if today is time zero, is

known.

• We will see how discount factor can be used to

express the value of the basic interest rate instru-

ments.
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Deposit valuation

DTT = 1 = DTS(1 + LT [T, S] α)

DTS = (1 + αLT [T, S])−1

LT [T, S] =
DTT −DTS

αDTS

FRA valuation

payment under an FRA = α(LT [T, S]−K)

= α(
DTT −DTS

αDTS
−K)

(a derivative of ZCBs)

at time t

buy one unit of the T− bond

sell (1 + αK) units of the S− bond.
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at time T

receive a unit payment from the maturing ZCB

deposite this unit payment until time S

at time S

the deposit and ZCB mature

(1 + αLT [T, S])− (1 + αK) = α(LT [S, T ]−K)

No Arbitrage

DtT − (1 + αK)DtS = Vt

Lt [T, S] = forward LIBOR rate

= the value if L for which Vt is zero

=
DtT −DtS

αDtS

Swap valuation

V F×D
t = K

n∑

j=1
αjDtSj

= KPt [T, S] , S = (S1, S2, · · · , Sn)

Pt [T, S] =
n∑

j=1
αjDtSj

(the present value of a basic point)
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at time t

buy one unit of the T− bond

sell one unit of the Sn − bond.

at time T

receive one unit from the T− bond

deposit it at LIBOR until time S1

at time S1

receive one 1 + α1LT [T, S1]

α1LT [T, S1] - replicate the swap extra unit of prin-

ciple deposit at LIBOR until time S2.

...

at time Sn

receive one 1 + αnLTn [Tn, Sn]

V FLT
t = DtT −DtSn

Vt = V FLT
t − V F×D

t

= the value of a payer swap at time t

= DtT −DtSn −KPt [T, S]
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yt [T, S] = the value of K which set Vt = 0

= forward swap rate

=
DtT −DtSn

Pt [T, S]

Vt = Pt [T, S] (yt [T, S]−K)

The value of a receiver swap = −Vt.

17. Some standard interest rate derivatives

Caps and F loors

Caps and floors are similar to swaps in that they

are made of a series of payments on regularly spaced

times , Sj, j = 1, 2, · · · , n. On dates Sj the holder

of a cap receiver a payment of amount

αjmax{K − LTj
[Tj, Sj]−K, 0}, Tj = Sj−1

while the holder of a floor receives a payment of

amount

αjmax{K − LTj
[Tj, Sj] , 0}

K : the strike of the sption
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caplet / floorlet = an option on an FRA.

swaption : an option on a swap.

Future

T : a settlement date

{Φs, 0 ≤ s ≤ T} : future price process

Φt−ΦT = the net amount a counteopatty who buys

the future contract at time t , when the future price

is φt , agrees to pay to the exchange over the time

interval [t, T ].

payment rules : the rules which determine precisely

how the net amount Φt − ΦT is paid.

initial margin / maintence margin

18. Term-Structure models

W = {Wt}0≤t≤T : a Brownian motion on some prob-

ability space (Ω,F , P )

{Ft}≤t≤T ∗ : the natural filtration generated by W

{r(t); 0 ≤ t ≤ T ∗} : an adapted interest rate process

satisfying
∫ T

0
|r(t)|dt < ∞
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B(t, T ) = price at time t of the zero-coupon bond

payment $1 at time T , 0 ≤ t ≤ T ∗

Fundamental Theorem of Asset Pricing

A term structure model is free of arbitrage if and

only if there is a probability measure P̃ equivalent to

P , under which for each T ≤ T ∗

B̃(t, T ) =
B(t, T )

β(t)
, 0 ≤ t ≤ T

is a martingale.

Arbitrage− free bond prices

B̃(t, u) = Ẽ[B̃(u, u)|Ft]  ≤ t ≤ u

= Ẽ[e−
∫ u
0 r(s)ds|Ft]

=⇒ B(t, u) = Ẽ[e−
∫ u
t r(s)ds|Ft]

Term-Structure model : Any mathematical model

which determines , at least theoretically , the stochas-

tic process B(t, T ) , 0 ≤ t ≤ T , for all T ∈ (0, T ∗)
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Forward rate agreement : Lt[T, S]

at time t : buy a unit of T -bond short B(t,T )
B(t,T+ε) units

of (T + ε) - bond . The value of this portfolio at time

t is

B(t, T )− B(t, T )

B(t, T + ε)
B(t, T + ε) = 0

at time T : receive $1 from the T -matuning zero

bond.

at time T + ε : puy $ B(t,T )
B(t,T+ε)

B(t, T )

B(t, T + ε)
= eεLt(T,T+ε)

i.e.

Lt(T, T + ε) = −log B(t, T + ε)− log B(t, T )

ε

The forward rate is

f (t, T ) = lim
ε−→0

Lt(T, T + ε)

= − ∂

∂T
log B(t, T )

= the instantaneous interest rate , agree at time t ,

for money borrowed at time T .
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∫ T

t
f (t, u)du = −

∫ T

t

∂

∂u
log B(t, u)du

= − log B(t, u)|u=T
u=t

= − log B(t, T )

i.e.

B(t, T ) = e−
∫ T
t f(t,u)du

Remark

B(t, T ) = Ẽ[e−
∫ T
t r(u)du|Ft]

∂

∂T
B(t, T ) = Ẽ[−r(T )e−

∫ T
t r(t)du|Ft]

∂

∂T
B(t, T )|T=t = −r(t)

i.e.

r(t) = f (t, t)

19. Bond Options

W = (Wt)0≤t≤T ∗ a BM on a probability space (Ω,F , P )

(Ft)≤τ≤T ∗ : the information generates by W

(rt)0≤τ≤T ∗ : adapted process with
∫ T

0
|r(s)|ds < ∞

a.s.

Bt = exp(
∫ t

o
r(s)ds) : accumulation factor
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Assume that there exist a probability measure P̃ ,

equivalent to P , such that for every 0 ≤ τ ≤ T ∗,

B(t, T )

Bt
, 0 ≤ τ ≤ T,

is a P̃ -martingale

B(t, T ) : T -bond price at time t ≤ T

B(t, T ) = Ẽ[e−
∫ T
t r(s)ds|Ft]

Write LT = dp̃
dp

(a)For any non-negative random variable X ,we have

Ẽ[X ] = E[XLT ]

(b)If X isFt measurable,then Ẽ[X ] = E[XLT ],where

Lt = E[LT |Ft] (Hence dp̃
dp|Ft = Lt)

(c)For any non-negative random variable X ,

Ẽ[X|Ft] =


Lt
E[XLT |Ft]

Indeed if Y is Ft-measurable , then

Ẽ[Y
1

Lt
E[XLT |Ft]]

= E[Y E[XLT |Ft]]

= E[E[XY LT |Ft]]

= E[XY LT ]

= Ẽ[XY ]
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Hence

B(t, T ) = Ẽ[e−
∫ T
t r(s)ds|Ft]

= E[e−
∫ T
t r(s)dsLT

Lt
|Ft]

Proposition

There is an adapted process (q(t))0≤t≤T ∗ such that,

for all t ∈ [0, T ],

Lt = exp(
∫ t

0
q(s)dws − 1

2

∫ t

0
q(s)2ds) a.s.

B(t, u) = E[exp(−
∫ u

t
r(s)ds+

∫ u

t
q(s)dws−1

2

∫ u

t
q2(s)ds)|Fs]

Proposition

For each maturity u, there is an adapted process

(σu
t )0≤t≤ u such that,on [0,u],

dB(t, u)

B(t, u)
= (r(t)− σu

t q(t))dt + σu
t dwt

Note that −σu
t q(t)is the difference between the aver-

age yield of the bond and the riskless rate here the

interpretation Recall that under p̃ ,
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W̃t = Wt−
∫ t

0
q(s)ds is a BB and hence of -q(t) as a

”risk premium”

dB(t, u)

B(t, u)
= r(t)dt + σu

t dw̃t

For this reason the probability P̃ is often call the risk

neutral probability.

Bond options

θ : maturity date

K : strike price

Ho
t : the quantity of riskless asset

Ht : the number of bond with maturity T

V (t) = the value of the portfolio at time t

= H0
t Bt + HtdB(t, T )

Self-financing :

dVt = H0
t dBt + HtdB(t, T )

A strategy φ = (H0
t , Ht)0≤t≤T is admissible if it is

self-financing and if the discounted value Ṽt(φ) is

non-negative and if sup
t∈[0,T ]

˜Vt(φ) is square-integrable

under P̃
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Theorem

We assume sup
0≤t≤T

|r(t)| < ∞a.s. and σT
t 6= 0 a.s.

for all t ∈ [0, θ].

Let θ < T and h be a Fθ-measurable random vari-

able such that he−
∫ θ
o r(s)ds is square-integrable under

P̃ .

Then there exist an admissible strategy whose value

at time θ is equal to h. The value at time t ≤ θ of

such a strategy is given by

Vt = Ẽ(e−
∫ θ
t r(s)dsh|Ft)

Proof

(1) φ = (H0
t , Ht):an admissible strategy dṼt(θ) =

HtB̃(t, T )σT
t dW̃t Hence Ṽt is a P̃ -measurable i.e

Ṽt(φ) = Ẽ[Ṽθ(φ)|Ft] IF Vθ(φ) = h, then we get

Vt = e
∫ t
0 r(s)dsẼ[e−

∫ θ
0 r(s)dsh|Ft]

(2)∃(Jt)0≤t≤θ such that
∫ θ

0
J2

t dt < ∞ a.s. and he−
∫ θ
0 r(s)ds =

Ẽ(he−
∫ θ
0 r(s)ds) +

∫ θ

0
JsdW̃s Set Ht = Jt

B̃(t,T )σT
t

and

H0
t = Ẽ[he−

∫ θ
0 r(s)ds|Ft]− Jt

σT
t

Then φ = (Ht, H
0
t ) is a self-financing strategy whose

value at time θ is indeed equal to h.
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20. The Vasicek Model

dr(t) = a(b− r(t))dt + σdWt

where a,b,σ are non-negative constants.

Set

Xt = r(t)− b

Then

dXt = −aXtdt + σdWt

which means {Xt} is an Ornstein−Uhlenbeck pro-

cess.

We deduce that r(t) can be written as

r(t) = r(0)e−at + b(1− e−at) + σe−at
∫ t

o
easdWs

• r(t) follows a normal law

• Er(t) = r(0)e−at+b(1−e−at) = b+(r(0)−b)e−at

• V ar(r(t)) = σ2

2a(1− e−2at)

• r(t) converges in law to a Gaussian random vari-

able with mean b and variable σ2

2a .

We also assume that q(t) is a constant q(t) = −λ ,

with λ ∈ R.

67



Then

B(t, T ) = Ẽ[e−
∫ T
t r(s)ds|Ft]

= e−b̃(T−t)Ẽ[e−
∫ T
0 (r(s)−b̃)ds|Ft]

= e−b̃(T−t)Ẽ[e−
∫ T
t X̃sds|Ft]

where b̃ = b− λσ
a and X̃t = r(t)− b̃.

Note that

dX̃t = −aX̃tdt + σdW̃t.....∗
with

dW̃t = λdt + dWt

We can write

Ẽ[e−
∫ T
t X̃sds|Ft] = F (T − t, r(t)− b̃)

where F is the function defined by

F (θ, x) = Ẽ[e−
∫ θ
0 X̃x

s ds]

{X̃x
t } being the unique solution of (*) which satisfies

X̃x
0 = x0.

Since

X̃x
t = xe−at + σe−at

∫ t

o
easdW̃s

we have
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Ẽ[
∫ θ

0
X̃x

s ds] =
∫ θ

0
Ẽ[X̃x

s ]ds

= x
∫ θ

0
e−asds

=
x

a
(1− e−aθ)

Note that

V ar(
∫ θ

0
X̃x

s ds) = Cov(
∫ θ

0
X̃x

s ds,
∫ θ

0
X̃x

s ds)

=
∫ θ

0

∫ θ

0
Cov(X̃x

s , X̃x
t )dsdt

and

Cov(X̃x
u , X̃x

t ) = σ2e−a(t+u)Ẽ[
∫ t

0
easdW̃s

∫ u

0
easdW̃s]

= σ2e−a(t+u)
∫ t∧u

0
e2asds

= σ2e−a(t+u)e
2at∧u − 1

2a

Therefore

V ar(
∫ θ

0
X̃x

s ds) =
σ2θ

a2
−σ2

a3
(1−e−aθ)− σ2

2a3
(1−e−aθ)2

Hence

Ẽ[e−
∫ θ
0 X̃x

s ds] = e−Ẽ[
∫ θ
0 X̃x

s ds]+1
2V ar(

∫ θ
0 X̃x

s ds)

and

B(t, T ) = e−(T−t)R(T−t,r(t))
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Ẽe−λX = e(−λ)EX+1
2(−λ)2varX

where

R(θ, r) = R∞− 1

aθ
{(R∞−r)(1−e−aθ)− σ2

4a2
(1−e−aθ)2}

with

R∞ = lim
θ−→∞R(θ, r) = b̃− σ2

2a2

• R(T − t, r(t))can be seem as the average interest

rate on the period [t,T]

• Rinfty can be interpreted as a long-term rate

It is immediately clear that the Vasicek Model does

not have enough free parameters so that it can be

calibrated to correctly price all pure discount bonds,

i.e. we cannot in general choose a, σ, b and λ to

simultaneously solve

B(0, T ) = Ẽ[exp{−
∫ T

o
r(s)ds}]

for all maturities T > 0.

This led Hull and White (1990) to extend to the Va-

sicek Model by replacing these constants a,b,λ, and

σ whit deterministic function,

dr(t) = (θ(t)− a(t)r(t))dt + σ(t)dWt
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Hull and white Model. Assume ,under the risk-neutral

measure P,we have

dr(t) = (α(t)− β(t)γ(t))dt + σ(t)dW (t)

where α(t), β(t)and σ(t) are deterministic function.

Set

k(t) =
∫ t

0
β(s)ds,

Then

d(ek(t)r(t)) = ek(t)(β(t)r(t)dt + dr(t))

= ek(t)(α(t)dt + σ(t)dW (t))

Integrating,we get

r(t) = e−k(t)[r(0)+
∫ t

0
ek(s)α(s)ds+

∫ t

0
ek(s)σ(s)dWs]

We see that r(t) is a Gaussian process with mean

function

m(t) = e−k(t)[r(0) +
∫ t

0
ek(s)α(s)ds]

and covariance function

ρ(s, t) = e−k(t)−k(s)
∫ t∧s

0
e2k(u)σ2(u)du

Moreover we have

B(0, T )b = E[exp{−
∫ T

0
r(e)dt}]

= exp{(−1)E(
∫ T

0
r(t)dt) +

1

2
(−1)2var(

∫ T

0
r(t)dt)}

= exp{−A(0, T )− C(0, T )r(0)}
71



Where

A(0, T ) =
∫ T

0

∫ t

0
e−k(t)+k(u)α(u)dudt

−1

2

∫ T

o
e2k(v)σ2(v)(

∫ T

v
e−k(y)dy)2dv

and

C(0, T ) =
∫ T

0
e−k(t)dt

Exercise

Show that

var(
∫ T

0
r(t)dt) =

∫ T

o
e2k(v)σ2(v)(

∫ T

v
e−k(y)dy)2dv

and

A(0, T ) =
∫ T

0
[ek(v)α(v)(

∫ T

v
e−k(y)dy)

−1

2
e2k(v)σ2(v)(

∫ T

v
e−k(y)dy)2]dv

Exercise

Show that

B(t, T ) = exp{−A(t, T )− C(t, T )r(t)}
Where

A(t, T ) =
∫ T

t
[ek(v)α(v)(

∫ T

v
e−k(y)dy)

−1

2
e2k(v)σ2(v)(

∫ T

v
e−k(y)dy)2dv]
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and

C(t, T ) = ek(t)
∫ T

t
e−k(y)dy

By Itô’s lemma, we get

dB(t, T )

B(t, T )
= {−C(t, T )(α(t)−β(t)r(t))−1

2
C2(t, T )σ2(t)

−r(t)Ct(t, T )− At(t, T )}dt− C(t, T )σ(t)dW (t)

= r(t)dt + σ(t)C(t, T )dW (t)

In particular,the volatility of the bond price is σ(t)C(t, T )

21. Calibration of the Hull-White Model

dr(t) = (α(t)− β(t)r(t)dt + σ(t)dW (t))

k(t) =
∫ t

0
β(u)du

A(t, T ) =
∫ T

t
[ek(v)α(v)(

∫ T

v
e−k(y)dy)− 1

2
e2k(v)σ2(v)(

∫ T

v
e−k(y)

dy)2]dv

C(t, T ) = ek(t)
∫ T

t
e−k(y)dy

B(t, T ) = exp{−r(t)C(t, T )− A(t, T )}
Suppose we obtain B(0, T ) for all T ∈ [0, T ∗] from

market data (with some interpolation).

Can we determine the function α(t), β(t), andσ(t)
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for all t ∈ [0, T ∗]
We take the following input data foe the calibration:

1.B(0, T ), 0 ≤ T ≤ T ∗;
2.r(0);

3.α(t);

4.σ(t), 0 ≤ t ≤ T ∗(usually assumed to be constant)

5.σ(0)C(0, T ), 0 ≤ T ≤ T ∗(the volatility at time

zero of bond of all maturities)

Step 1

C(0, T ) =
∫ T

0
e−k(y)dy =⇒ −log

∂

∂T
C(0, T ) = k(T )

k(T ) =
∫ T
0 β(y)dy

=⇒ β(T ) = ∂
∂T k(T ) = − ∂

∂T log ∂
∂T C(0, T )

Step 2

From the formula

B(0, T ) = exp{−r(0)C(0, T )− A(0, T )}
We can solve for A(0, T ) for all 0 ≤ T ≤ T ∗.
Sept 3

∂
∂T [ek(T ) ∂

∂T [ek(T ) ∂
∂T A(0, T )]] = α′(T )e2k(T )+2α(T )β(T )e2k(T )−

e2k(T )σ2(T ), 0 ≤ T ≤ T ∗

This give us an ordinary equation for α

α′(T )e2k(T ) + 2α(T )β(T )e2k(T ) − e2k(T )σ2(T )
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=know function of t.

We can solve the equation numerically to determine

the function α(t), 0 ≤ T ≤ T ∗.
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